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ABSTRACT

In natural languageprocessing, ambiguity res-
olution is a centralissue,andcanberegarded
as a preference assignment problem. In this
paper, a GeneralizedProbabilistic Semantic
Model (GPSM) is proposed for preference
computation. An effective semantic tagging
procedure is proposedfor tagging semantic
features. A semantic score function is de-
rived basedon a score function, which inte-
grateslexical, syntactic and semanticprefer-
enceunder a uniform formulation. The se-
mantic score measureshowssubstantial im-
provementin structuraldisambiguation over
a syntax-basedapproach.

1. Introduction

In a large natural language processing system,
suchasa machine translation system (MTS), am-
biguity resolution is a critical problem. Various
rule-basedand probabilistic approacheshad been
proposed to resolve various kinds of ambiguity
problems on a case-by-casebasis.

In rule-basedsystems,a largenumber of rules
are used to specify linguistic constraints for re-
solvingambiguity. Any parsethatviolates these-
mantic constraints is regarded as ungrammatical
andrejected. Unfortunately,becauseevery “rule”
tendsto haveexception and uncertainty, and ill-
formedness hassignificant contribution to the er-
ror rate of a large practical system,such “hard

rejection” approachesfail to dealwith thesesitua-
tions. A better way is to find all possible interpre-
tations and placeemphases on preference, rather
thanwell-formedness (e.g.,[Wilks 83].) However,
most of the known approachesfor giving prefer-
encedepend heavilyonheuristicssuchascounting
the number of constraint satisfactions. Therefore,
mostsuchpreference measurescannot be objec-
tively justified. Moreover, it is hard and costly
to acquire, verify andmaintain the consistency of
the large fine-grained rule baseby hand.

Probabilistic approaches greatly relieve the
knowledge acquisition problem becausethey are
usually trainable, consistent andeasy to meetcer-
tain optimum criteria. They can also provide
more objective preference measuresfor “soft re-
jection.” Hence,theyareattractive for a largesys-
tem. The current probabilistic approacheshavea
wide coverageincluding lexical analysis [DeRose
88, Church 88], syntactic analysis [Garside 87,
Fujisaki 89, Su 88, 89, 91b], restricted semantic
analysis [Church89,Liu 89,90], andexperimental
translation systems [Brown 90]. However, there
is still no integrated approach for modeling the
joint effects of lexical, syntactic andsemantic in-
formation on preference evaluation.

A generalized probabilistic semantic model
(GPSM) will be proposed in this paper to over-
come the aboveproblems. In particular, an in-
tegratedformulation for lexical, syntactic andse-
mantic knowledge will be usedto derive the se-
mantic score for semantic preference evaluation.
Application of the model to structural disam-
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biguation is investigated.Preliminaryexperiments
showabout 10%–14%improvement of theseman-
tic score measureovera model thatusessyntactic
information only.

2. Preference Assignment Using
Score Function

In general, a particular semantic interpretationof
a sentencecanbecharacterizedby a setof lexical
categories (or partsof speech), a syntactic struc-
ture, andthesemantic annotations associatedwith
it. Among the various interpretationsof a sen-
tence, thebestchoiceshouldbethemost probable
semantic interpretation for the given input words.
In other words, the interpretationthat maximizes
the following score function [Su 88, 89, 91b] or
analysis score [Chen 91] is preferred:
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where (Lexk, Synj, Semi) refers to the kth set of
lexical categories, the jth syntactic structure and
the ith set of semantic annotations for the input
Words. The three component functions are re-
ferred to as semantic score (Ssem), syntactic score
(Ssyn) and lexical score (Slex), respectively. The
global preferencemeasure will be referred to as
compositional score or simply asscore. In partic-
ular, the semantic score accountsfor thesemantic
preference on a givensetof lexical categoriesand
a particular syntactic structure for the sentence.
Various formulation for the lexical score andsyn-
tactic score had beenstudiedextensively in our
previous works [Su 88, 89, 91b, Chiang92] and
other literatures. Hence,we will concentrate on
the formulation for semantic score.

3. Semantic Tagging

Canonical Form of Semantic
Representation

Given the formulation in Eqn. (1), first we will
show how to extract the abstract objects (Semi,
Synj, Lexk) from a semantic representation. In
general, a particular interpretation of a sentence
can be representedby an annotated syntax tree
(AST), which is a syntax treeannotated with fea-
ture structures in the tree nodes.Figure 1 shows
an example of AST. The annotated version of a
node A is denoted as CEDGF H IBJ�K in the figure,
where fA is the feature structure associated with
nodeA. BecauseanAST preservesbothsyntactic
and semantic information, it can be convertedto
other deep structure representationseasily. There-
fore, without loseof generality, theAST represen-
tationwill beusedasthecanonical form of seman-
tic representation for preference evaluation. The
techniquesusedhere, of course,canbeapplied to
other deepstructure representations aswell.

L ={B, c , c }434
L ={D, E , c , c }3 43

3 4L ={c , c , c , c }1 21

L ={D, c , c , c }32 2 4

8L ={A }
7L ={B, C }
6L ={B, F , G }

5 4L ={B, F , c }

AA[f ]
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Figure 1. AnnotatedSyntax Tree
(AST) and PhraseLevels (PL).

The hierarchical AST can be representedby
a set of phrase levels, such as L1 through L8 in
Figure 1. Formally, a phrase level (PL) is a set
of symbols correspondingto a sentential form of
the sentence. The phrase levels in Figure 1 are
derived from a sequenceof rightmost derivations,
which is commonly usedin an LR parsing mech-
anism. For example, L5 andL4 correspondto the
rightmost derivation LNMPO/QSRTU�V LWO/XYO/Q . Note

that the first phraselevel L1 consists of all lexical
categoriesc1 ... cn of the terminal words (w1 ...
wn). A phraselevel with eachsymbol annotated
with its feature structure is called an annotated
phrase level (APL). The i-th APL is denoted asZ

i. For example, L5 in Figure1 hasan annotated
phraselevel

Z�[]\_^ L`H IBabKdc�MeH IBf=Kdc�OQbH I�g�h�K
i asits
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counterpart,where I�g�h is theatomic feature of the
lexical category c4, which comesfrom the lexical
item of the 4th word w4. With the above nota-
tions, the scorefunction can be re-formulated as
follows:
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where c1

n (a short form for { c1 ... cn}) is the
kth set of lexical categories (Lexk), L1

m ({ L1 ...
Lm}) is the jth syntacticstructure (Synj), and Y 1

m

({ Y 1 ... Y m}) is the ith setof semantic annotations
(Semi) for the input words w1

n ({ w1 ... wn}). A
good encoding scheme for the Y i ’s will allow us
to take semantic information into account with-
out using redundant information. Hence,we will
showhow to annotate a syntaxtreesothatvarious
interpretations canbe characterized differently.

Semantic Tagging

A popular linguistic approach to annotate a tree
is to use a unification-basedmechanism. How-
ever, many information irrelevant to disambigua-
tion might be included. An effective encod-
ing scheme should be simple yet can preserve
most discrimination information for disambigua-
tion. Such an encoding scheme can be ac-
complished by associating each phrase struc-
ture rule Z\[^]`_C]`aSb�bXb�]dc with a head liste ]df@g#h�]dfji�b�bXb�]dfjkQl . The head list is formed by
arranging the children nodes m�n`o!pLnrq!pXs�sXs�pLnutvl
in descending order of importanceto the compo-
sitionalsemantics of their mothernodeA. For this
reason, nuw@x , ndwjy and nuwWz are called the primary,
secondary and the j-th headsof A, respectively.
Thecompositionalsemantic featuresof themother
nodeA canberepresented asanorderedlist of the
feature structuresof its children, wherethe order
is the sameas in the head list. For example, for
S { NP VP, we havea headlist (VP, NP), be-
causeVP is the (primary) headof the sentence.
When composing the compositional semantics of

S, the features of VP and NP will be placed in
the first and second slots of the feature structure
of S, respectively.

Because not all children and all features in
a feature structure are equally significant for dis-
ambiguation,it is not really necessaryto annotate
a nodewith the feature structures of all its chil-
dren. Instead, only the most important N chil-
dren of a node is needed in characterizing the
node, andonly the mostdiscriminative feature of
a child is needed to be passed to its mother node.
In other words,an N-dimensional feature vector,
called a semanticN-tuple, could be usedto char-
acterize a nodewithout losing much information
for disambiguation. The first feature in the se-
mantic N-tuplecomesfrom theprimary head,and
is thuscalledthe headfeature of the semantic N-
tuple. The other features come from the other
children in the order of the head list. (Compare
thesenotionswith thelinguistic senseof headand
head feature.) An annotated node can thus be
approximated as |~}~|�m.��o!pC��q!pX���X��pC�O�El , where�O�u���v�O�������O�>�L�)�!��� nuwjzL� is the (primary) head
feature of its j-th head(i.e., ndwWz ) in the headlist.
Non-head featuresof a child node n wWz will not be
percolatedup to its mothernode. The headfea-
ture of | itself, in this case, is � o . For a terminal
node, the headfeature will be the semantictag of
the corresponding lexical item; other features in
the N-tuple will be taggedas � (NULL).

Figure 2 showstwo possibleannotated syn-
tax trees for the sentence “ ... saw the boy in
the park.” For instance, the “loc(ation)” feature
of “park” is percolated to its mother NP node
as the head feature; it then servesas the sec-
ondary head feature of its grandmother nodePP,
becausethe NP node is the secondary head of
PP.Similarly, the VP nodein the left tree is an-
notated as VP(sta,anim) according to its primary
head saw(sta,� ) andsecondary headNP(anim,in).
TheVP(sta,in) nodein theright treeis tagged dif-
ferently, which reflects different attachmentpref-
erence of the prepositional phrase.

By this simplemechanism,the major charac-
teristics of thechildren, namely theheadfeatures,
can be percolatedto higher syntactic levels, and
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sta: stative verb
def: definite article
loc: location
anim: animate

φφthe(def, ) boy(anim, )

φφthe(def, ) boy(anim, )

φφthe(def, ) boy(anim, )

φφthe(def, ) boy(anim, )

φφthe(def, ) boy(anim, )

φφthe(def, ) boy(anim, )

φφthe(def, ) boy(anim, )

φφthe(def, ) boy(anim, )

φφthe(def, ) boy(anim, )

φφthe(def, ) boy(anim, )

φφthe(def, ) boy(anim, )

φφthe(def, ) boy(anim, )

φφthe(def, ) boy(anim, )

φφthe(def, ) boy(anim, )

φin(in, ) NP(loc,def)φφthe(def, ) boy(anim, )

the(def, ) park(loc, )φ φ

S

VP (sta,anim) β−,β(β−h1 h2)α− )2hα(α−h1,

φsaw(sta, ) NP(anim,in)

NP(anim,def) PP (in,loc)

S

φφthe(def, ) boy(anim, ) φin(in, ) NP(loc,def)

the(def, ) park(loc, )φ φ

saw(sta, ) NP(anim,def) PP(in,loc)φ

VP(sta,in) β−,β(β−h1 h2)α− )2hα(α−h1,

Figure 2. AmbiguousPP attachmentpatternsannotatedwith semantic2–tuples.

their correlation anddependencycanbetaken into
account in preference evaluation evenif they are
far apart. In this way,differentinterpretationswill
be tagged differently. The preference on a partic-
ular interpretationcanthusbe evaluatedfrom the
distribution of the annotated syntaxtrees. Based
on the above semantic tagging scheme, a seman-
tic score will be proposedto evaluate the seman-
tic preference on various interpretationsfor a sen-
tence. Its performance improvement over syntac-
tic score [Su 88, 89, 91b] will be investigated.
Consequently,abrief reviewof thesyntactic score
evaluation method is given before going into de-
tails of the semantic scoremodel. (Seethe cited
references for details.)

4. Syntactic Score

According to Eqn. (2), the syntactic score canbe
formulated as follows [Su 88, 89, 91b]:
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where @BA , C5A are the left context and right context
under which the derivation DEAGFHJI?K<I?LNMOM9MPIRQ
occurs. (Assume that STAVUXW�@NA�Y<D�A�YPC5A[Z andS\A^] K U_W�@NA�Y I?K Y9`O`9`OY IRQ YaC5AbZ .) If L left context
symbols in @ l and R right context symbolsin c l

areconsulted to evaluate the syntactic score, it is
saidto operate in LLRR mode of operation. When
thecontext is ignored,suchanL0R0 modeof oper-
ationreducesto astochasticcontext-free grammar.

To avoid the normalization problem [Su 91b]
arisen from different numberof transition prob-
abilities for different syntax trees, an alternative
formulation of the syntactic score is to evaluate
the transition probabilities between configuration
changesof the parser. For instance, the config-
uration of an LR parser is defined by its stack
contentsand input buffer. For the AST in Figure
1, the parser configurations after the read of c1,
c2, c3, c4 and $ (end-of-sentence) are equivalent
to L1, L2, L4, L5 andL8, respectively. Therefore,
the syntactic score can be approximated as [Su
89, 91b]:

d�e�f�g�h
i#j�k�lOm�kBn5o<o<o�kBp.q kNrPs
(4)h
i�j�k�ltq kBu<sNvRi#j�kNu.q k�w<sNvRi�j�k�wtq kBp�sNvRi#j�kBp.q kxrPs

In this way, the number of transition probabilities
in the syntactic scores of all AST’s will be kept
the sameas the sentence length.
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5. Semantic Score

Semantic score evaluation is similar to syntactic
scoreevaluation. From Eqn. (2), we have the
following semantic model for semantic score:

d e ��� j�d������8m�d�	�
��m8k�������m�����������s
(5)� i�j�� � r q k � r m�� g r m � g r s

! �"
# $ p i&%�� # q � # ' rr m8k � r m � g r m�� g r)(

h " i#j�� # q � # ' ras
! " i %+* , #�- ./#�- 01#+2 q * , # - 3 r m 3 p9m<o<o<o<m 354 m 01#+2 (

where . # � . # j�6 # 7 r m 6 # 7 p9m<o<o�o<m 6 # 7 8 s is the anno-
tated version of Al, whose semantic N-tuple isj�6 # 7 r m 6 # 7 pOm�o<o<o<m 6 # 7 8 s , and 9;: , c<: are the annotated
context symbols. Only = l-1 is assumedto be sig-
nificant for the transition to > l in the last equa-
tion, becauseall required information is assumed
to havebeen percolatedto > l-1 through semantics
composition.

Each term in Eqn. (5) can be interpretedas
theprobability thatAl is annotatedwith thepartic-
ular setof head features ?�@)A B C�D @EA B F�DHGHGHGHD @EA B IKJ , given
that X1 ... XM arereduced to Al in the context ofLNM and O M . So it can be interpretedinformally as
P( P A ?�@ A B C D @ A B F DHGHGHGHD @ A Q I JSRTP AVUXWYC GHGHG W[Z D\ ]5^�_a`SbdcE]e^�`+f^�c�g h A D i A ). It correspondsto these-
manticpreference assigned to the annotated nodej M . Since ?�@ A B C D @ A B F DHGHGHG @ A B I J arethe head features
from variousheadsof thesubstructuresof A, each
term reflects the feature co-occurrencepreference
amongtheseheads.Furthermore,the heads could
be very far apart. This is different from most
simpleMarkov models, which candealwith local
constraints only. Hence, sucha formulation well
characterizeslong distance dependencyamongthe
heads, andprovidesa simplemechanismto incor-
poratethefeatureco-occurrencepreferenceamong
them. For thesemantic N-tuplemodel,theseman-
tic scorecan thusbe expressedas follows:

kml�n�o
(6)

p
oq
A rsFat ?uP A ?�@ A B C D @ A B F GHGHG @ A B I JsR h A D�P AvUXWYC GHG+G W[Z D�i A J

where fl,j are the semantictags from the chil-
dren of Al . For example, we have terms
like w�x�y5z{x�|�}H~V�+~e�v������� L �dy5z����X��z��dO�� andw�x�y5z�x |�}T~v� ������� L �dy5z����X��z�zSz��dO�� , respec-
tively, for the left andright treesin Figure2. The
annotations of the context are ignored in evalu-
ating Eqn. (6) due to the assumption of seman-
tics compositionality. Theoperationmodewill be
called LLRR+AN, whereN is thedimension of the
N-tuple, and the subscript L (or R) refers to the
size of the context window. With an appropriate
N, the scorewill providesufficient discrimination
power for general disambiguation problem with-
out resorting to full-blown semantic analysis.

6. Major Categories and
Semantic Features

As mentioned before, not all constituents are
equally important for disambiguation. For in-
stance, head words are usually more important
than modifiers in determining the compositional
semantic featuresof their mother node. There is
also lots of redundancy in a sentence. For in-
stance, “saw boy in park” is equally recogniz-
able as “saw the boy in the park.” Therefore,
only a few categories,includingverbs, nouns, ad-
jectives, prepositions and adverbs and their pro-
jections (NP, VP, AP, PP, ADVP), are used to
carry semantic featuresfor disambiguation. These
categoriesareroughly equivalentto themajor cat-
egories in linguistic theory[Sells 85] with the in-
clusion of adverbs as the only difference.

The semantic feature of eachmajor category
is encoded with a set of semantic tags that well
describes eachcategory. A few rules of thumb
areusedto select the semantic tags. In particular,
semantic features that can discriminate different
linguistic behavior from different possibleseman-
tic N-tuples are preferred as the semantic tags.
With theseheuristics in mind, the verbs, nouns,
adjectives, adverbs and prepositions are divided
into 22, 30, 14, 10 and 28 classes, respectively.
For example, thenounsaredivided into “human,”
“plant,” “time,” “space,” andsoon. Theseseman-
tic classes come from a number of sources and
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the semantic attribute hierarchy of the ArchTran
MTS [Su 90, Chen 91].

7. Test and Analysis

The semantic N-tuple model is used to test the
improvementof the semantic score over syntactic
score in structure disambiguation. Eqn. (3) is
adopted to evaluate the syntactic score in L2R1

modeof operation. The semantic score is derived
from Eqn. (6) in L2R1+AN mode, for N = 1, 2,
3, 4, where N is the dimension of the semantic
N-tuple.

A total of 1000 sentences (including 3 un-
ambiguousones) are randomly selected from 14
computer manuals for training or testing. They
are divided into 10 parts;each part contains 100
sentences. In close tests, 9 parts are usedboth
as the training set and the testing set. In open
tests, the rotation estimation approach [Devijver
82] is adopted to estimatethe open test perfor-
mance. This means to iteratively test one part of
the sentenceswhile using the remaining partsas
the training set. The overall performance is then
estimated as the average performanceof the 10
iterations.

Theperformanceis evaluatedin termsof Top-
N recognition rate (TNRR), which is defined as
the fraction of the testsentenceswhosepreferred
interpretation is successfully ranked in the first
N candidates. Table 1 showsthe simulation re-
sults of close tests. Table 2 showspartial results
for open tests (up to rank 5.) The recognition
ratesachievedby considering syntactic score only
and semantic score only are shownin the tables.
(L2R1+A3 andL2R1+A4 performancearethesame
as L2R1+A2 in the present test environment. So
theyarenot shownin the tables.) Sinceeach sen-
tencehas about 70–75 ambiguous constructs on
theaverage, the taskperplexity of thecurrentdis-
ambiguation task is high.

Table 1. CloseTest of Semantic Score

Score Syntax
(L2R1)

Semantics
(L2R1+A1)

Semantics
(L2R1+A2)

Rank Count TNRR Count TNRR Count TNRR

(%) (%) (%)

1 781 87.07 872 97.21 866 96.54

2 101 98.33 20 99.44 24 99.22

3 9 99.33 5 100.00 4 99.67

4 5 99.89 - -

5 - - 2 99.89

13 - - 1 100.00

18 1 100.00

DataBase:900 Sentences

TestSet: 897 Sentences

Total Numberof AmbiguousTrees= 63233

(*) TNRR: Top-N RecognitionRate

Table 2. OpenTest of Semantic Score

Score Syntax
(L2R1)

Semantics
(L2R1+A1)

Semantics
(L2R1+A2)

Rank Count TNRR Count TNRR Count TNRR

(%) (%) (%)

1 430 43.13 569 57.07 578 57.97

2 232 66.40 163 73.42 167 74.72

3 94 75.83 90 82.45 75 82.25

4 80 83.85 50 87.46 49 87.16

5 35 87.36 22 89.67 28 89.97

DataBase:900 Sentences(+)

TestSet: 997 Sentences(++)

Total Numberof AmbiguousTrees= 75339

(+) DataBase: effective databasesizefor rotation
estimation

(++) TestSet : all testsentencesparticipatingthe
rotationestimation test
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The close test Top-1 performance (Table 1)
for syntactic score (87%) is quite satisfactory.
When semantic scoreis taken into account, sub-
stantial improvement in recognition rate can be
observed further (97%). This showsthat the se-
mantic model doesprovide an effective mecha-
nism for disambiguation. The recognition rates
in opentests,however,arelesssatisfactory under
the present test environment. The opentest per-
formance can be attributed to the small database
size and the estimation error of the parameters
thus introduced. Because the training database is
smallwith respect to thecomplexity of themodel,
a significant fraction of the probability entries in
thetesting setcannot befound in thetraining set.
As a result, the parametersare somewhat “over-
tuned” to the training database,and their values
are less favorable for open tests. Nevertheless,
in both close testsand open tests, the semantic
scoremodelshowssubstantial improvementover
syntactic score(andhencestochasticcontext-free
grammar). The improvement is about 10% for
closetestsand 14% for opentests.

In general,by usinga largerdatabaseandbet-
ter robust estimation techniques[Su 91a, Chiang
92], the baseline model can be improved further.
As we had observed from other experiments for
spoken language processing[Su 91a], lexical tag-
ging, and structure disambiguation [Chiang 92],
the performance under sparse datacondition can
be improvedsignificantly if robustadaptive learn-
ing techniquesareusedto adjusttheinitial param-
eters. Interestedreaders are referred to [Su 91a,
Chiang92] for more details.

8. Concluding Remarks

In this paper, a generalized probabilistic seman-
tic model (GPSM)is proposed to assignsemantic
preference to ambiguousinterpretations. The se-
mantic model for measuring preferenceis based
on a score function, which takes lexical, syntactic
and semantic information into consideration and
optimizesthejoint preference. A simpleyet effec-
tive encoding schemeandsemantic tagging proce-
dureis proposedto characterizevarious interpreta-

tionsin anN dimensional feature space. With this
encoding scheme, one can encode the interpre-
tations with discriminative features, and take the
feature co-occurrence preference among various
constituentsinto account. Unlike simple Markov
models, long distance dependency can be man-
aged easily in the proposed model. Preliminary
testsshowsubstantial improvement of theseman-
tic scoremeasure over syntacticscoremeasure.
Hence, it showsthe possibility to overcome the
ambiguity resolution problem without resorting to
full-blown semanticanalysis.

With such a simple, objective and trainable
formulation, it is possible to take high level se-
mantic knowledge into consideration in statistic
sense. It also provides a systematic way to con-
struct a disambiguationmodulefor large practical
machine translation systemswithout much human
intervention;the heavyburden for the linguiststo
write fine-grained“rules” canthusbe relieved.
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