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ABSTRACT

In a Chinesesentencethereare no word delimiters, like blanks,betweenthe “words”.
Therefore,it is importantto identify the word boundariesbefore processingChinesetext.
Traditional approachesendto usedictionary lookup, morphologicalrules and heuristicsto
identify the word boundaries.Suchapproachesnay not be appliedto a large systemdueto
the complicatel linguistic phenomenanvolved in Chinesemorphologyand syntax. In this
paper,the variousavaileble featuresin a sentenceare usedto constructa generalizd word

segmentatiomodel;the variousprobabilisticmodelsfor word segmentatiomrethenderived
basedon the generalzed model.

In general,the likelihood measureadoptedin a probabilisticmodel doesnot provide a
scoringmechanisnthatdirectly indicates therealranksof the variouscandidatesegmentation
patterns.To enhancehe baselinemodels,a robustadaptivelearningalgorithmis proposed
to adjustthe parametes of the baselinemodelsso asto increasethe discriminationpower
and robustnesof the models.

The simulation showsthat cost-efective word segmentatiorcould be achievel under
various contextswith the proposedmodels. It is possibleto achiere accura&y in word
recognitionrate of 99.39%and sentencaecognitionrate of 97.65%in the testingcorpusby
incorporatingword length informationto a context-independemord modeland applyinga
robustadaptivelearnng algorithmin the segmentatiorprocess.

Sincenotall lexicd itemscouldbefoundin the systemdictionaryin realapplicatons, the
performanceof mostword segmentatin methodsn the literaturemay degradedsignificantly
whenunknownwords are encounterd. Suchan “unknown word problem” is alsoexamined

in this paper. An error recoverymechanisnmbasedon the segmentatioomodel is proposed.



Preliminay experimentsshow that the error ratesintroducedby unknownwords could be
reducedsignificantly.

1. Introduction

Most naturallanguageprocessingasks,suchas machinetranslationor spokenlanguage
processingtake words as the smallestmeaningfulunits. However, no obvious delimiter
markers can be observedbetween Chinesewords except for some punctuation marks.
Therefore,word segmentations essentiain almostall Chineselanguageprocessingasks.
(The sameis true for otherlanguagedike Japanese.)

Matching input charatersagainstthe lexicd entries in a large dictionary is helpful in
identifying the embeddedvords. Unfortunately,an input sentencean usually be segmented
into more than one segmentatiorpatterns.For example,a Chinesesentencdike:

LIRS - LEETUARIIEE —ERE R -

may include the following ambiguoussegmentatiornpatternsbasedon simple dictionary
lookup:

L+% SR WS - & & AR B OHE — @ et 6

TO MS. FANG, those who decideto BE A STATESMAN never succeed and become famous.

2* ¥ GWHR mE 0 & Bl i8R M #E — # Eas e

TO MS. FANG, those who decide to HOLD POWER and MANAGE A HOUSEHOLD never ...

3* ®Wh MR S 0 E B R M EHEe — B las Me
Tothe LADY of the COUNTER PARTY, those who decide to HOLD POWER and MANAGE A HOUSEHOLD never ...
ax 7 MR mE - & ' OBUER B ®E — i hk&Est e

Tothe LADY of the COUNTER PARTY, those who decideto BE A STATESMAN never ...

wherethe first segmentatiorpatternis the preferredone. To find the correctsegmentation
pattern,it is necessaryo useotherinformationsourcesn additionto dictionarylookup. The
main issuefor dealingwith the word segmentatiorproblemis how to find out the correct
segmentatiorfrom all possble ones.



Thereare severaltechni@l reasonghat makethe word segmentatioproblemnontrivial.
First, the Chinesecharactes can be combinedratherfreely to form legal words. As such,
ambiguoussegmentatiompatternsmay not be resolvedby using simple dictionary lookup.

Second,a Chinesetext containsnot only words but also inflectional or derivational
mor phemes, tense markers, aspect markers, andsoon. Becausesuchmorphemesndmarkers
may oftenbe combinedwith adjacentharacersto form legalwordsaswell asstandingalone
asaword, it is hardto dealwith suchambiguitieswith simple morphologicalanalysis.

Third, unknown words may appearin the input text. This fact may make many word
segmentatiomodelswork badlyin real applicdions, becausanostsegmentatioralgorithms
todayassumehatall wordsin the input text could be foundin the systemdictionary. In fact,
unknownword resolutionhas becomethe major bottleneckwith the currentsegmentation
techniques.

To resolve these problems, various knowledge sourcesmight have to be consulted.
However,extensiveuse of high level knowledgeand analysismay requiresextremelyhigh
computationcost. Hence,segmentatiomlgorithmsthat makeuseof discriminativeandeasily

acquiredfeaturesare desirable.

In the past, two different methodologiesnvere usedfor word segmentationsome ap-
proachesare rule-based (Chen|[3, 4], Ho [7], Yeh [10]) while othersare statistical ones
(Chang|[2], Fan[6], Sproat[8]). Sinceit is costly to constructlexicd or morphological
rulesby hand,no objectivepreferencecould be given for ambiguoussegmentatiorpatterns,
and it is difficult to maintainrule consistencyas the size of the rule baseincreasesijt is
lessfavorableto usea rule-basedapproachin large scaleapplicatons. On the contrary,as
dataare jointly consideredn a statistich framework, statistich approachs usually do not
suffer from the consistencyproblem. Also, global optimizationcan usually be modeledin
statisticalframeworksratherthanlocal constraintdy rules. Therefore statisticalapproaches
areusuallymore practial in a large applicaton like machinetranslation.However,the cur-
rent statisticalapproachesisuallyusea maximumlikelihood measurdo evaluatepreferene
without regardingto the discriminationpower of suchmodels. As a result, whenthe base-
line modelsintroduceerrors,heuristicapproachs, suchasaddingspecialinformationto the
dictionary or resortingto later syntacticor semanticanalysesare suggesteqChang[2]) to
remedythe modelingandestimationerrors. Suchapproachesot only destroythe uniformity
of the statisticalmethodsbut also make maintenancedifficult.



To resolvethe aboveproblems,severalprobabilisticmodelsare proposedn this paper
basednagenerakzedword segmentatiomodel. Thefocusis to derivedifferentformulations
under different constraintsof the availeble resources.In particulat featuresthat could be
acquirednexpensivelyill beusedfor cost-efective word segmentatiosothatdeepanalyses
are neededonly to the least extent.

In order to adaptthe probabilistic modelsto reflect the real ranks of the candida¢
segmentationpatternsand to suppressstatistical variations among different application
domains, a discrimination and robustnessoriented adaptive learning algorithm (Su [9],
Chiangl5]) is appliedto enhancethe performance Moreover, the unknown word problem
will be addresse@nd be examinedagainstthe proposedmodels; someexperimentresults
are given and generalguidelinesto this problemwill be suggested.

2. Word Segmentation Models

2.1 A Generalized Word Segmentation Model

For an input sentencevith n Chinesecharactes cy.cy.- - -. ¢, (represente@scy here-
after),it mighthaveseveraldifferentwaysof segmentatiomaccordingo the systemdictionary.
Thegoalof word segmentationms to find the most probable segmentatiopatternfor the given
charater string. Sincea segmentatiorpatterncan be identified uniquely with the sequence
of words of the segmentedgentence.The goal is equivalentto finding a word sequence

W = ar%naxP (W; f) (2.1.1)

with the largest segmentation score P (W; | 7). In this formula, ar%anP(-] refersto
the agument,amongall possble W;’s, that maximizesthe probabilisticfunction P (-), and
W, = wfﬁ"’: = w;1.w;9. . w;, denoteshei-th possibleword sequencavith m; words,
whosej-th elementis w; ;.

In generalwe couldformulatethe segmentatioscoreby involving whateverfeatureghat
areconsideredliscriminativeor available subjectonly to the constraintof the complexity of
the modelandthe numberof paraméersthatneedto betrained. In particular,we would like
to usethe segmentedvords(1¥;), the word lengthinformation(Z;), the numberof charaters
(n) in the input sentenceand the numberof words (m;) for the i-th segmentatiorpattern
as the featuresfor word segmentation.(L; = lj:j;"f = li1.li9. .l m, refersto thei-th
sequencef word lengths,wherel; ; denoteshe Iength of the j-th word in thei-th possble
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word sequence.)lThesefeaturescould be acquiredinexpensivelyin genera Thus,they are
adoptedin the currenttask. With thesefeatures, we canidentify a “segmentatn patterri
uniquelywith a (W;, L;. m;) triple, andthe goal of word segmentatin would becometo find
the word segmentatiorpatten correspondingo

argmax P (W;, L;.m; c}].n) (2.1.2)
2

Hence,we could definea generalized segmentation score as:

P(W;, L;,m; | c{.n) (2.1.3)

Notethatthe variables, suchasW; and L;, arenotindependentTechnicdly, however,these
featuresareintegraedin a singleformulasothatall modelsthatarecomputationdy feasible
could be derived from this generalformula; unavaildle featureswill simply be ignored
when deriving a particula model.

The generaked segmentatiorscorecanbe estimatedn severaldifferentwaysdepending
ontheavailableinformationresourcesln thefollowing sectionswe will give amoredetailed
derivationof a particula model,which takesadvantagef the segmentedvordsandthe word
length information for segmentation.Other modelscan be derivedin much the sameway.
So they are simply listed without proof.

2.2 Computational Models for Word Segmentation

Assumethat a segmentedtext corpusis available then we can use the frequency
informationof thewordsandtheirlengths(in charactes) for segmentationThecorresponding
segmentatiorscorefor the i-th segmentatiorpatternwill be:

P(L;; W;.m; | c{.n)
=P (l;:;ni, wjjﬂl m; C711, n)

=P (17" w".m c].n)

=P (I{", w{" m,c].n)x P;(m c{.n)
m;

= H P; <Zk-,“’k Z{C_l.qz)f_l.m.(?,n) x Pj(m c].n)
k=1

= HPI- <lk Wh. lf'*],wf'*]. e -ﬂ) - P; (U’k lf'*],wf'*]. e ,n) x P;(m | cf.n)
k

(2.2.4)



For notational simplicity, P;(-) is used specificdly to denotethe probability for the i-
th segmentatiorpattern, and all the respectivei indices are droppedfrom the equation.
The multiplication theory for probability: P (a.b|¢) = P(a b.c) x P(b] ¢), is applied
repeatdly in the derivation, which resultsin the productterms, indexedby k, in the last
two formulae.

Since /;, is unique once wy, is given, we have P (I}, | wy., -

) = 1 for the first
term in the equation. If we assumethat the k-th word dependsonly on the length

Il of the previousword, the secondterm in the last formula can be approximatedas
P (wk l{“‘l,w{“_l, = n) ~ P(wy | l;_1). Furthermoreif we assumehat the number
of words m; dependsonly on the length of the sentence:, thenwe have P; (m | ¢/, n) ~

P;(m n). With theseassumptionsthe segmentatiorproblemis equivalentto finding:
argmax P (W;, L;.m; | c].n)
2

~argmax | | P;(wy | l._1) x P;(m n
gi 1;[ 7( k1 'k—1, i ( ) (2.2.5)

:argfnaXZ]ogPi(u'k lp_1) +log P;(m | n)
v k

wherelog (-) refersto alogarithmicfunction. (Thelog-scaledorobabilitiesareusedsimply to
reducethe computationtime and avoid mathematial underflow.) Thereare severalvariants
of the aboveequation dependingn differentassumptionsnadein derivingthe segmentation
score.First, it is possgble to droptheterm P; (m | n) or ) _log P; (w}, | I;._1), dependingon
what informationis available in the previousderivation steps. Alternatively, we can also
assumehat the word w;, doesnot dependon the length of the precedingword lengthi;,_1,
and thus use P; (wy,) insteadof P; (wy, | [;._1) in the formula. By changingthe roles of
wy, and/; in the last stepof derivation,we can usethe transitionprobability P; (1. 1;._1)
insteadof P; (wy, | I;._1) in the segmentatiorscore. Therefore the aboveformulaalongwith

its variantsconstitutea family of segmentatiorscoresas shownbelow:

argmax P (W;, L;.m; c}].n)
[

Y. log P; (wy) (M1)
k=1
m;
~ argmax k;long(lk 1) (M?2) (2.2.6)
7 log P (m | n) (M3)
m;
Lz logpi(wk lk—l) (]\,14)
4:1



Model M1 is a context-ind@pendentword model. It assumeghat all words are inde-
pendentof the other contextualinformation. Sucha modelis usedin Chang[2] for the
segmentatiortask.

Model M2 usesonly the word length transition probabilitiesin determiningthe word
segmentatiopatterns.Model M3, on the otherhand,usesthe numberof charactes andthe
numberof wordsin a sentencesthe featuresfor segmentationlt seemshat suchfeatures
havenothingto do with the charactestics of Chinesewords. However,asshownin Chang
[2] and other literatures, most Chinesewords are double-chareter words, single-chara@r
words and tri-charat¢er words; more than 99% of Chinesewords fall within 4 characers.

Hence,it is possibleto make guessedasedon word length information.

Moreover, the length information could be acquired without much extra cost when
preparinga segmentecorpus. Therefore,suchfeaturescould provide an inexpensiveway
for word segmentationn applicationswherea large dictionaryis not availableor expensive
to acquire.In fact, aswill be seenin the performancesvaluationsection,the performanceof
suchformulationsis comparablewith others. So it could be used,for instanceto bootstrap
the automaticconstructionprocessof an electronicdictionary, where there is not a large
dictionary initially.

Model M4 usesboth word sequenceand word length information for segmentation If
the word length informationis ignored,this modelreduceso M1. By usingthe extraword
length information, which could be acquiredfrom the samecorpusfor training model M1,
this modelcould makeuseof moreinformationandthe performanceas expectedo be better
if the training corpusis large enoughto providereliable estimationof the modelparamegrs.

If a sentences annotatedvith lexical tags (i.e., partsof speech)l; ; = #; ;1. .1 j m,,
thenit is possibleto use suchinformation to define a modified segmentatiorscore. (Tag
t; ;.1 standsfor the k-th part of speechin the j-th possibletag sequencef the i-th segmen-
tation pattern.) One can achievethe sameoptimization criteria as that of the generalied

segmentatiorscore by noting that:

argmax P (W;, L;.m; c].n)
2
= argmax Z P (W,', L, T; j.my . 77)
"oant, (2.2.7)

A argmax | max P (W;, L;. T; j.my . n)
7 all T; '



The last formula meansto find the tag sequenced; ; with the largestscoreas definedby

P(W;. L. T; j.m; c].n) (2.2.8)

for eachpossiblesegmentatiopattern. Thenselectthe segmentatiompatternwith the highest

maximum scoreas the preferredsegmentatiorpattern.

By following the sameproceduresasin Eq. (2.2.4) and making someassumptionsit
is not difficult to find that the following word segmentatin modelscould be usedwhenthe
lexical tag information is available

argmax P (W;, L;,m; | ¢].n)
2

m;
max 5 log Pyj (1 t5_1) (M3)
Tij k=1 (2.2.9)
A argmax | THax log Pyj (wy, lp_1)+ > log P (1), tr_1) (M6)
i ik 2

r,r%:ljx ijlog Pij(wy tp_q)+ XA: log Py (tg tp_q) (MT)
Here,we use P;; (-) to specify the probability associatedvith the i-th segmentatiorpattern
andthe j-th tag sequencewith the correspondingndiceswithin the parenthesesmitted.

Model M5 is usedto find the bestpartsof speechsequencassociatedavith theambiguous
segmentatiopatterns.Sothe segmentatiopatten thatproduceshe mostpossiblelexical tag
sequences regardedasthe desiredone. In Model M6, the partsof speectsequenceés taken
into accountto facilitate word segmentatioomodel M4. In model M7, the segmentations
consideredestif the segmentatiopatternmaximizesthe sequencef correspondingpartsof
speechandthe sequenc®f words. Becausdothword sequencandlexicd tag sequenceare
thetargetof optimizaion in this processsucha formula canbe used,with somereestimation
techniquesto segmenthe words and assignpartsof speechto eachword at the sametime
automatially.

3. Discrimination and Robustness Oriented Adaptive Learning

Thereareseveraltechnicalproblemswith a generalprobabilisticmodel. First, the model
might not be good enoughto formulate the charateristicsof the task underconsideration.
This problemcanusually be relievedby using appropriatefeaturesand by consideringmore
contextualinformation when constructingthe model. Second,the parameers of the model
might not be estimate correctly dueto the lack of a large corpus. This problemcanusually



be madelesssevereby usinga larger databaser betterestimaton techniqus. Neverthelss,
evenif suchmodeling problemand the estimation problem could be resolved,it doesnot
meanthat the ranks of the estimate probabilistic measureare the sameas the ranks of
preferene of the candida¢ segmentatiompatterns.Correctrecognition,however,dependon
the relative order of the ranksof the candidats.

Thecriteriaof rankorderingandmaximumlikelihood areusuallynot equivalentalthough
they are highly correlatel. Therefore maximumlikelihood estimationdoesnot necessarily
resultin minimum error rate for datain the training set. For thesereasonsthe estimated
parametes for the baselinemodelsneedto be adjustedto refled the ranksof the candidag¢
segmentatiorpatterns.Hence,another(probablymore) importantissueis how to adjustthe
estimatedlikelihood measureso asto refled the real ranks. We do this by adjustingthe
valuesof theseprobability termsbasedon the misjudgedinstances.By doing so, the set of
parametes could be adjustedtoward the goal of minimizing the error rate of the training

corpusdirectly.

Furthermore since statisticalvariations betweena testing setand a training setare not
takeninto considerationin the baselinemodels, minimizing the error rate in the training
set doesnot imply maximizing the recognitionratein an independentesting set, either. To
enhanceaobustnessan extrastepcanbe adoptedo enlage the differencein scoresbetween
the bestscoredcandida¢ andthe other candidatesThis stepwill enhancehe robustnes®f
the modelso that the performancewill not be affected significantly by differenttext styles.

3.1 Adaptive Learning

The goal of adaptivelearning is to provide a new paramegr set, A’, suchthat the new
parametes in A’ canprovide more discriminationcapaility thanthe baselineparamete set
A by adjustingthe currentparametes basedon the misjudgedtraining tokens. The basicidea
is to adjustthe parametes associatedvith the segmentatiorscoreof the corre¢ candidag¢
whenthe correctcandidatds supersededly othercandidate of larger scoresithe adjustment
will be continueduntil the modified scoreof the correctcandidateis the largestamongall
candidats. Let y; be the candidatewhosesegmentatiorscoreis the largestamongall the
candidate for the k-th training sentenceandlet z; bethe correctcandidatethena distance
measured, (y;.. z;) could be definedas a measureof separabiliy betweeny; and z;. In
particula, sincewe areconcernedvith the rankingorderof the scoresof the candidatesthe
differences of the segmentatiorscorescould be usedas the distancemeasure.



A larger differencebetweenthe segmentatiorscoresfor the correctcandidateand the
highest-scored¢andidateamplies larger penaltyof misjudgement.Thus,we candefinea loss
function as an increasingfunction of the distance,suchastan~' (d, /dy) (Amari [1]), to
indicate the penalty suffered from misjudgement.

To acquireabetterparametr set,eachparametecorrespondingo the misjudgedsentence
is changedby a small amountin eachiteration of learningso asto reducethe penalty of
misjudgement;the amountof adjustment,say 64, will dependon the loss or penalty of
misjudgement.Take the following segmentatiorpatternsas an example

Lo# G mE
wi w2 w3

2. ¥{77 WHE WS
w1 w2 w3’

If modelM1 is used,thenthe segmentatiorscoresfor thesetwo patternsare determinedoy

5 paramgers,namely,P1= logP(W1),P2= logP(W2),P3= logP(W3)andP1 = logP(W1),

P2 =logP(W2), P3 = logP(W3) ( = P3,in this case) respectivly. Assumethattheinitial

valuesof theseparametersreP1=-1.8,P2=-2.6,P3=-1.7,P1 =-1.6,P2 = -2.3,andP3

= -1.7, thenthe segmentatin scoreof the first candidate(which is alsothe correctpattern)
is -6.1 (= -1.8-2.6-1.7) andthe segmentatiorscoreof the secondcandidategwhich hasthe
highestscore)is -5.6 (= -1.6 -2.3 -1.7). Sincethis training sentencas misjudged,we may
suffer from a loss whose penalty dependson the distance,namely the differencebetween
the scores,(-5.6) - (-6.1) =0.5.

If the value of the lossfunction for this distanceis 0.46, and the amountof adjustment,
6 A, for thatamountof lossis 0.2, thenwe havea revisedparametr set: P1 = -1.8+0.2=
-1.6,P2=-2.6+0.2=-2.4,P1 =-1.6-0.2=-1.8,P2 =-2.3-0.2=-2.5and, P3=P3 =-1.7.
Note that since P3 (P3) happengo be adjustedin both patternsby the sameamount,this
paramete will not be changedafter adjustment.

It is obviousthatthe corred¢ candidatenow hasa higherscoreafterparameteadjustment.
Moreover,the parameers for the highest-scoredandidate which might be responsiblefor
the misjudgementare reducedafter adjustment. So other misjudgedsentencesnight also
be affected by the adjustmentof theseparameters.If the correctcandidateis still not the
one with the highestscore after the adjustment,the sameprocedurecan be repeaed; the
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parametes of the correctcandidateand the (possiblynew) highest-scoreadandidatewill be
adjustedfurther until the correctcandidatehasthe highestscore.

Although the amountof adjustmentfor the various P(W)’s is shownto be the same
in the currentexample,it may haveto be weighteddifferenty whenwe considerdifferent
informationsourcegointly. For instancejn modelM6, we may usea smoothingtechnique
to get a better estimatedscore by assigningdifferent weightsto the P (w;, 1;,_1) terms
andthe P (1}, | t;_1) terms. Under suchcircumstancethe amountof adjustmentfor these
two kinds of parameer setswill also be weightedby the sameamountto acount for their
respectivecontributions.

Under appropriateconditions, it can be proved that the average amountof changein
averagdosswill be decreased dueto the adaptation(Amari [1]). Therefore,it is guaranteed
that, by adjustingthe parametes A of the baselinemodelsin this mannerthe discrimination
power, in termsof the distancesbetweenthe correctcandidateand the other segmentation
patterns,will be increased. Furthermore since the amountof changein the paramegrsis
directly proportionalto the gradientof the lossfunction (Amari [1], Chiang[5], Su[9]), this
alsoimplies changingthe parametes A in the directionin which the changein meanlossis
the mostdrastic. Therefore the speedof convegenceis fast with this learnng algorithm.

3.2 Robustness Enhancement

In addition to enhancingthe discrimination power of the segmentationmodels, the
robustness of the segmentatiormodelsis also an importantconcern. The robustnessould
be enhancedby increasingthe “margin” of distancesbetweenthe correct patternand the
othercompetingcandidats (Su[9]). This canbe doneby adjustingthe scoresof the correct
segmentatiorpatternand the one with the secondaryhighestscore even after the correct
segmentatiorpatternhasbeenassignedhe highestscore. The adjustmenbf the parameters
will stoponly after the distancemamgin betweenthe correctone and the candida¢ with the
secondanhighestscoreexce@sa giventhreshold. Thiswill ensurehatthe correctcandida¢
is separatedrom othercompetingcandidagsby at leastthe prescribecamountof maigin. In
this stage,the losswill be measuredn termsof the distancebetweenthe top 2 candidates.

By enforcinga “margin” betweerthe correctsegmentatiopatternandthe mostcompet-
itive candidate the segmentatiorscorewill be more robustin the sensethat any statistical
variations betweerthetraining corpus andthereal instances in the variousapplicatonscould
be properly suppressedlt is very importantto enhancehe robustnes®f the modelsin this
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way, becausehe instancesn real applicdions could not be predictel in advance For more
technic4 information on the robustadaptivelearningalgorithm, pleaserefer to (Amari [1],
Chiang[5], Su [9]).

4. Resolution of the Unknown Word Problem

Most word segmentatiormodelsin the literature are basedon a simple assumption
that all wordsin the text could be found in the systemdictionary; there are no “unknown
words” to the dictionary. However,aswill be seenin a later section,suchan assumptions
usually unrealistic;the error introducedby unknownwords, suchasunknownpropernouns,
constitutesa large fraction of the error ratein word segmentatin. Therefore,it is important
to take the unknownword problemseriouslyin dealingwith real applicdions.

A word may becomeunknownto the systemsimply becausdt was not storedin the
dictionary or becausedt belongsto some particulartypes of words, suchas propernouns,
that can not be enumeratd exhaustively.Sometims, a subgring of an unknownword is a
legal word in the dictionary. In this case,the unknownword will be divided into piecesin
the dictionary lookup process. It is also possiblethat an unknownword is a substringof
somelegal words in the dictionary. In this case,the unknownword will be hiddenbehind
the legal word. All theseerror transformations:missingentry, separationof the unknown
word into pieces,and hiddenby a legal word, makeit impossibleto find all segmentation
patternsby a simple dictionary lookup process.

The generalsolutionis to take possibleinverseerror transformationsn the vicinity of an
unknownword; then evaluatethe segmentatiorscoreor a revisedversionof it to selectthe
most possiblesegmentatiompattern,with unknownwordsrecognize asa particularclassof
charater streamof unknownlength. This meango extendthe segmentatiopatternsacquired
from simple dictionary lookup by combiningor dividing charatersin a prescribedvindow
where an unknownword is suspectedo occur, and choosethe most likely segmentation
patternfrom the set of extendedsegmentatiorpatterns,including thosecandidate that are
introducedby the unknownword problem. The generalsolution could be very complicaed
andwill be addressedn other papers.Here, we just show a simplified version,and reveal
sometechnia@l issuesin unknownword resolution.

In particular,we could regardan unknownword, say w,,, asa unit of unknownlength
I, that could possbly appearanywherein the regionwherean unknownword is suspected
to occur. We thenusethe dependencyf the classof unknownwordswith their contextto
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determinethe preferenceof the varioussegmentatiopatterns.The maintaskis to determine
the positionsand lengthsof the unknownwordsin the suspectedunknown word regions”

as shown below.

unknown word region

o Wy

Ik-1 ' Llj “"“"’/ﬁ

PWullk1)  P(Wisa| 1)

Figure 1 Evaluatingsegmentatiorscore when unknown words are encountered.

For simplicity, assumdhat an unknownword regionhasbeenidentified andexactly one
unknownword is within the region,thenwe canformulatethe segmentatiorscoreasin any
of the previouslymentionedmodelsby repladng w; ;. in one of the probability termswith
wy,, andevaluatehe segmentatiorscoredor the variouspossiblelocationsandlengthsin the
sameway asif it wasa knownword. For example,if modelM4 is appliedto the suspected
unknownword positionandword lengthin Figure 1, we will haveprobability termslike:

score = - x P(wy 1) X P(wpyy ly) x - (4.1)

where P (w,, | I_1) is the probability that an unknownword will follow a word of length

It 1, and P (w1 | Iy) is the probability that the next word w;_; will appearafter an

unknown word of length /,,.

The transitionprobabilities concerningthe unknownwords could be estimatedrom the
training corpusby countingthe relative frequencis of the lexicd entriesthat could not be
found in the systemdictionary and the word lengthsof their surroundingwords.

Also, to rate the possibility that the suspectedunknownword region doescontain an
unknownword, the aboveformulation must containa factor of the form:
J

P <c. contains an unknown word of length /,, at position k c?) (4.2)

1

which servedo detectthe unknownword regions. Thedetectionof theunknownword regions
is a nontrivial task. For the present,we just usethe available word length information and

the following simplified formula to accountfor the abovefactor:
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P (Luu"l“) % P <“"U = (;;—FLuuT—l Luwr) X P <]U Wy € (.;:+Luu’r—1) (43)

where P (L) is the prior probability that the unknownword region (“uwr”) consistsof

+lun=1 standsfor the eventthat an

isolated single charaters of length L,,,-; wy € cf
unknownword doesexistin the unknownword region,and P <lu Wy € c§+L“””_1) is the
probability that the unknown word lengthin suchan unknownword regionis of length/,.

The resultswill be investigate in the analysissection.

5. Test and Analysis

5.1 Simulation

To comparethe performanceof the variousmodels,a Chinesetext corpuswith articles
from differentdomainsis constructedor evaluaton. The contentsof the corpusare mostly
related to politics, economicsand cinemareview.

The sentencearesegmentedby handsothatthey could be usedfor trainingor testing,as
well asfor comparisonwith machineprocessedesults. The charactes betweenpunctuation
marksare segmentednto smallertokens. Becausehereis no commonstandardaboutthe
definition of Chinesewords somerules of thumb are usedfor manualsegmentation.In
particula, the following principles of segmentatiorare takento keep it as consistentas
possible.

1. Frequentlyusedcompoundnounsandidiomatic expressiongre segmente@ssingle
words without further segmentation.

2. A segmenthat hasa direct mappingwith an Englishword is considereda Chinese
word. This technicé principle is adoptedspecificdly for the machinetranslation
sydem we are working with.

3. Small segmentghat could be derivedwith generalmorphologicalrules are meged
and be regardedas oneword. In general,suchwords can be formedin the lexicd
analysisphasewith a simplefinite statemachine.Therefore the meigedsegmentsire
considerech word that shouldbe outputby the segmentatioralgorithm as one unit.

4. Whenasegmenis segmentednto smallertokensandthe semantis of this segment
cannot be recoveredby the compositionalsemanticof the smallertokens,thenthe
original segmentwill be regardedas a single word.
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5. A large segmentthat containsa predicatepart, its agumentsor complements,
negationmarkersor aspecmarkerss dividedinto smallersegmentgorrespondingo
the respectiveparts. This makesit easyto mapeachpartto its syntacticor semantic
constructwhenusedfor naturallanguageapplicdions. In fact, the purposeof word
segmentatioris to find the terminal words to be usedby a syntacticor semantic
analyzer. Therefore thosesegmentghat could be mappeddirectly to the syntactic
or semanticconstructsare identified as suchterminal words.

6. When conflicts are encounterd in applyingtheseprinciples,judgements given by
the humanacaording to the frequencyof use.

The testingsentencesre scannedand all ambiguoussegmentatiorpatternsallowed by
dictionary lookup are constructed.The various segmentatiorpatternsare then scoredwith
the varioussegmentatiormodels. Adaptive learningas well asrobustnesgnhancemerdre
performedto improvethe segmentatioomodelsin sometestingcases.Thetop-1 candidatds
thencomparedwith the handparsedresultsto evaluatethe performanceof the modelunder
consideration.

Insteadof judgingthe correctnesby humaninspectiorafter themachineprocessedesults
areproduceda file is preparedo hold hand-parsedegmentationfor comparisorbefore the
evaluaton is started;the file is kept untouchedthroughoutthe evaluationprocessfor all
models. Sucharrangemet ensuregshatthe evaluaton is not affected by personajudgement,
which may vary from onetime to another,and keepsa consistentriterion of correctnss.

The dictionary contains99,441entries,and about9,755words are actualy encountered
in the corpus. The tag setfor modelsM5 — M7 containsa total of 22 partsof speechfor
Chineseand3 specialtags. (The testingenvironmenis shownin Table7.) To seethe effects
of unknownwords on the performanceof word segmentationsometestsare conductedn
two modes,onewith unknownwordsin the testingsentenceandthe otherwith all unknown
words insertedto the dictionary.

5.2 Performance Evaluation

Sincemost modelsexhibit high recognitionaccuracy the error rate, definedas “100%-
Accuracy” is emphasizedin performanceevaluaton. (The word accur&y or sentence
accuray are shownin the parenthesedor comparisonwith other reportsthough.) The
word accuray is defined asthe numberof correctly segmentedvords divided by the total
numberof words in manually segmentedsentences.The sentenceaccuray, on the other
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hand,is definedasthe numberof correctly segmentedentenceslivided by the total number
of sentencesnvolved in testing. Here, a sentenceactually refersto a segmentetweenthe
punctuationmarks. A sentencas saidto be “corredly segmentetif noneof the wordsin

the sentencds incorrectly identified.

Basealine Performance

Table 1 and Table 2 showthe baselineperformancewith modelsM1, M2, M3 and M4
as shownin Eqg. (2.2.6). In Table 1, the training and testing sentencesontain unknown
words,which cannot be foundin the dictionary. In Table 2, all unknownwordsare entered

to the dictionary as legal entries.

Training SetError (*Accuracy) | TestingSetError (*Accuracy)
Model word (%) sentencg%) word (%) sentencg%)
Max Match-1 4.01(95.99) | 20.74(79.26) | 4.23(95.77) | 20.68(79.32)
Max Match-2 4.01(95.99) | 20.77(79.23) | 4.15(95.85) | 20.54(79.46)
P(LK|Lk-1) 8.70(91.30) | 45.54(54.46) | 9.41(90.59) | 47.86(52.14)
P(m|n) 7.19(92.81) | 38.61(61.39) | 7.82(92.18) | 39.30(60.70)
P(WK) 3.62(96.38) | 19.81(80.19) | 3.94(96.06) | 19.97(80.03)
P(WKk|Lk-1) 3.68(96.32) | 20.08(79.92) | 4.07(95.93) | 21.04(78.96)
(*) The numbersin the parentheseshowthe accurayg rates

Table 1 Baseline PerformanceWITH Unknown Words

Training SetError (Accuracy) | TestingSetError (Accurag)

Model word (%) sentencg%) word (%) sentencg%)
Max Match-1 1.14(98.86) | 4.05(95.95) | 1.22(98.78) | 4.07(95.93)
Max Match-2 1.14(98.86) | 4.07(95.93) | 1.12(98.88) | 3.78(96.22)
P(Lk|Lk-1) 6.16(93.84) | 37.57(62.43) | 6.82(93.18) | 40.09(59.91)
P(m|n) 5.24(94.76) | 28.53(71.47)| 5.71(94.29) | 29.60(70.40)
P(WKk) 0.54(99.46) | 2.07(97.93) | 0.76(99.24) | 2.50(97.50)
P(WKkK|Lk-1) 0.47(99.53) | 1.77(98.23) | 0.73(99.27) | 2.50(97.50)
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A commonlyusedheuristicapproachdesignate@s“Max(imum) Match-1" is alsoshown
for comparison.It scansthe input from left to right and from right to left, respective}, to
matchagainstthe dictionary entries;the one with a smallernumberof wordsis considered
the preferredsegmentatiorpattern. During the scanningprocessjf two matchea againstthe
dictionary entriesare possiblefrom the currentword boundary,then the one with a larger
numberof charactes is selectedasthe correctmatch. If the total numberof wordsin both
scanningdirectionsare the same thenthe first distinct word, either from left or from right,
is compared.The segmentatiorpatterncorrespondingo the word with a larger numberof
charatersis selectedasthe preferredpattern. A variantof the maximummatchapproach,
designatechisMax Match-2,asproposedn Chen[4] (Heuristicrule #1), is alsoimplemented
for comparison.t scanghetext left-to-right andusesa 3-word sequenceinsteadof a single
word, to judge the preferenceof the first word in this sequence.

There are severalinterestingand important points to point out concerningthe above
performance.First, it is surprisingthat a “trivial” model like modelM2 (P; (I}, 1._1)) or
model M3 (P (m; | n)), which usesonly the word length, word countand charater count
information, achieve comparableperformancein word accuray as the other modelsthat
make use of word information.

As notedpreviously,Chinesewords are mostly double-chareter words, single-charaer
words and tri-charader words. This implies that there might be useful informationin the
dependencebetweenword lengthsand even charater countsor word counts. Therefore
it is significantto usesuchfeatures for segmentationAs canbe seenfrom the tables,such
a trivial modelis not significantly worsethan other more “reasonablé models. This means
that word segmentatiorcould be easily resolvedstatisticallyevenwith a simple modellike
modelM2 or M3. Becausdhe numberof parametes for thesetwo modelsarevery smalland
the parametes do not refer to any lexical entries, they could be usedin someapplicatons
where a large dictionary is unavailable

Second,the unknown words introduce significant error rates. The word acaracy is
degradedby about2—-3% in both training set or testing set, and the sentenceaccurag is
degradedoy about8%-19%. This meansthat the unknownword problemis a major source
of errorsfor theword segmentatioproblem. The degradations alsoobservedetweenTable
3 and Table 4 evenafter adaptivelearningis applied;in this case,the degradationn word
accuray is about3% andthe degradationn sentenceaccurag is about17-19%.

In Table1, M1 modelis slightly betterthanM4 model;in Table2, M4 is slightly better
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thanM1. However,the differencein word accurag is not morethan0.1% andthe sentence
accuray differsby lessthan1.1%. Soit is hardly distinguishable The sameis true whenwe
comparethe correspondingows in Table 3 and Table 4 whereadaptivelearningis applied.
A larger differenceis observedonly whenthe tag transition probabilities(P (¢;, #;_1)) is
jointly consideredor segmentatiomsshown in Table5. In generalthe M4 modelis slightly
betterthanM1. Yet, both modelsare betterwith respectto the maximummatchheuristics.

Adaptive Learning

Table 3 and Table 4 showthe performane after the robustadaptivelearnng algorithm
is appliedto the baselinemodels. Sincethe maximummatchalgorithmsusea deterministic
processthey do not havethe capability of learning. Hence,thereis no correspondingentry

in the tables.

Training SetError (Accuracy) | TestingSetError (Accurag)

Model word (%) sentencg%) word (%) sentencg%)
P(Lk|Lk-1) 4.17(95.83) | 21.33(78.67) | 4.37(95.63) | 21.33(78.67)
P(m|n) 4.33(95.67) | 22.18(77.82) | 4.43(95.57) | 21.47(78.53)
P(WKk) 3.28(96.72) | 18.79(81.21) | 3.84(96.16) | 20.26(79.74)
P(WKkK|Lk-1) 3.23(96.77) | 18.28(81.72) | 4.00(96.00) | 21.04(78.96)

Table 3 PerfamanceWITH Unknown Words after LEARNING

Training SetError (Accuracy) | TestingSetError (Accurag)

Model word (%) sentencg%) word (%) sentencg%)
P(Lk|Lk-1) 1.20(98.80) | 4.65(95.35) | 1.19(98.81) | 4.14(95.86)
P(mn) 1.26(98.74) | 4.99(95.01) | 1.23(98.77) | 4.21(95.79)
P(WKk) 0.38(99.62) | 1.60(98.40) | 0.68(99.32) | 2.50(97.50)
P(WKLk-1) 0.11(99.89) | 0.48(99.52) | 0.61(99.39) | 2.35(97.65)

Table 4 PerformanceWITHOUT Unknown Words after LEARNING

WhencomparingTable 3 and Table 4 with Table1 and Table 2 respectively somefacts
areobserved Firstthe simplemodelsM2 andM3 aregreatlyimprovedbothin word accuray
andsentenceaccuray by adaptivelearning. The improvedperformancds comparablewith
the othermodelswhich useword information. The improvementfor M1 and M4 modelsare
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lessobviousbecausehe baselineperformancas alrealy very high beforelearning. In fact,
oneinstancein Table3 showsa little degradatn in sentenceccurag dueto over-tuningof
the paraméers. However,substantiakrror ratereductioncanbe observedn the othercases.

The aboveresultsconfirm the underlyingprinciple of adaptivelearningthat finding the
correctranksamongthe estimatedscores ratherthanfinding a betterestimateof the scores,
plays an importantrole in statistich word segmentatior{and virtually in all suchstatistical
frameworks.) This may alsoimply thatthe initial baselinemodelmight not be asimportant
as the learning process,althoughit is importantto have a good initial guess. Indeed,the
criterionof theinitial baselinemodelsis to minimize therisk of misjudgemenby maximizing
the estimate probability measure On the otherhand,the robustadaptivelearningalgorithm
try to find a direct mappingbetweenthe scoresand the ranksof the candidate andtry to
overcomestatisticalvariaions betweenthe training andtestingsentenced®y minimizing the
systemerror rate directly. Therefore asobservedn the tables,it is more robustfor unseen

text after learning.

Segmentation with Lexical Tags

Table 5 shows the performancewhen lexicd tags (i.e., parts of speech)are usedin
word segmentatin. Theserows correspondo the modelsM5, M6, M7 in Egn. (2.2.9). In
comparisorwith Table 2, the baselineperformanceof modelM5 (P (#;, | t;._1)), which uses
lexical tagsfor segmentationdoesnot show more promising performanceghan M1 or M4,
althoughits word accurag can achieveas high as 97%. The model M1 (P (w;,)), when
jointly consideredwith the lexicd tag transition probability (P (w;) x P (t}. t3_1)), isin
fact degradedslightly. The baselineperformanceof M6 (P (wy, | Ip_1) x P(#} t._1)) IS
only slightly betterthan that of M4, wherethe tag transition probability is not used. The
surprisingresultsmight be dueto the very free linear order of the Chineselanguage.

Neverthelss, the overall performanceof model M6 is the bestamongall when robust
adaptivelearningis applied. Word accurag in this operationmode can achieveas high as
99.91%for the training setand 99.39%for the testingset. The sentenceccuray is 99.55%
and 97.65%for the training set and the testing set, respectively. Since this model is to
optimize the segmentatiorpatternand the tag sequenceit is useful for automatictagging
of plain Chinesetext.

If adaptivelearningis not appliedto M6, its performanceébecomesslightly lesssatisfac-
tory. Under this condition, the M4 modelwith adaptivelearninghasthe bestperformance
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amongall interestingmodels. Sincethe samecorporafor the M1 model could be usedto

acquirethe required parametes P (wy, | I;_1), the performanceis achievedwithout extra

cost beyondwhat is requiredfor the context-ind@endentword model (M1). Therefore,a

goodmodelalongwith robustadaptivelearningcould resultin a cost-efective segmentation
model without using extra resources.

Training SetError (Accuracy) | TestingSetError (Accurag)
Model word (%) sentencd%) word (%) sentencg%)
P(TK|Tk-1) 2.52(97.48) | 14.39(85.61) | 2.65(97.35) | 14.19(85.81)
afterlearning=> 0.82(99.18) | 3.14(96.86) | 0.92(99.08) | 3.21(96.79)
P(W)*P(TKTk-1) 0.66(99.34) | 2.89(97.11) | 0.89(99.11) | 3.57(96.43)
P(W|L)*P(Tk|Tk-1) | 0.47(99.53) | 1.77(98.23) | 0.71(99.29) | 2.43(97.57)
afterlearning=> 0.09(99.91) | 0.45(99.55) | 0.61(99.39) | 2.35(97.65)
P(W|T)*P(TK|Tk-1) | 1.47(98.53) | 6.79(93.21) | 1.50(98.50) | 6.04(93.94)

Table5 BaselinePerformanceNITHOUT Unknown Words but WITH Lexical Tag Information

Lexical Tags vs. Learning

In contrastto adaptive learning, using lexical tags does not seemto help much in
word segmentatin. This can be verified by comparingthe baselineperformanceof the
P(wy) x P(ty, tp_q) and P(wy | lp_1) x P(t t._1) modelsin Table 5 with the
performancef P (w;, ) and P (wy, | 1;,_1) modelsin Table4; thesmallamountof degradation
might imply that adaptivelearningis more effective in improving the baselinemodelsthan

usingthe lexicd tag information (unlessadaptivelearningis also applied.)

Unknown Word Problem

As describedreviously,the errorrateintroducedoy unknownwordsis significant. Many
modelsin the literature are basedon the assumptiorthat all wordsin the text could be found
in the systemdictionary. It is evident,however,that suchan assumptioris unrealisticfrom
the experimat results. This may imply that moreresearctenegy shouldbe directedtoward
unknown word resolution ratherthanthe developmenof alternatve baselinemodels. Table6
showsthe performancdor unknownword resolutionwith the modelproposedn the previous
section;the underlyingmodelis a revisedversionof the M4 model.
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Training SetError (Accuracy) | TestingSetError (Accurag)

word (%) sentencg%) word (%) sentencg%)
beforelearning 38.06(61.94) | 85.04(14.96) | 39.64(60.36) | 86.38(13.62)
after learning 1.78(98.22) | 8.35(91.65) | 3.59(96.41) | 15.26(84.74)

Table 6 Performanceor Unknown Word Resolution(Baselineand Learningfor 10 iterations)

It is interestingto note that the performanceof the baseline modelis very low. This
is probably a genericphenomendor all kinds of error corred¢ion problems; becausethe
segmentatiorpatternsare extendedaccordingto the error types, the candidatepatternsare
no more corfined to the patternsthat could be generatd with dictionary lookup. Hence,
the numberof possiblesegmentatiorpatternsincreasesirastically,and the performanceof
the baselinemodeltendsto degrade.Anotherfactor that acountsfor the degradatn in the
baselineperformances the estimationerror of the model parametersBecauseall unknown
wordsareregardedasa specialclassof wordswith the samestatisticalbehavior the estimated
probabilities,suchasthe P (w,, | I}._1) term, may not indicatethe specific distributionof a
specfic unknownword under consideration.To resolvethis problem, adaptiveleaming is
essential.The learningresultsin the table showhow unknownword errorscanbe recovered

after adaptivelearningis applied.

In comparisorwith the bestbaselingperformancen Table1 andthe bestlearnng results
in Table 3, whereunknownwords are not handled,the error ratesare reducedby 45-51%
for words and 54-58%for sentencesn the training set; in the testing set, the reductionin

error ratesamountsto 7-9% for words and 24-28%for sentences.

Of coursewe alsonotedthatsomeisolatedsingle-charater wordsaremeigedby mistake
with this simplified error correctionmodel. This may imply that the currentfeaturesfor
detectng the unknownword regionandthe existenceof the unknownwordsarenot effective
enoughfor detectng someinstancesof unknownword errors. If betterfeatures otherthan
the sentencdength,word count,and charater countcould be used,the improvementmight

be even more encouraging.
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Cost Concern

The costsof the variousmodelsaredirectly relatedto the corpussize andthe numberof
parametes to be estimated.Table 7 showsthe testingenvironmentjncluding the numbersof
parametes for all models. Among the variousmodels,modelM2 and M3 havethe smallest
numberof parametrs. As shownin the aboveexperimentsmany modelsproposecheredo
not havesignificantlydifferentperformancen termsof accuray on segmentationThe costs
of the modelsare thusimportantin someapplications.This seemso suggesthat we could
start with a simple baselinemodel and use an adaptivelearning algorithm to acquirelow
costyet high performancen word segmentationlt also suggestshat we could usethe less
expensivemodels,for example,to bootstrapan automaticdictionary constructionprocess

from very limited availabk corpusresources.

Numberof Numberof
Model Model
Parametes Paraméers
P(LKk|Lk-1) 40 P(TK|Tk-1) 625
P(m|n) 229 P(W)*P(Tk|Tk-1) 9,755+625
P(WKk) 9,755 P(W|L)*P(TKTk-1) 14,473+625
P(WK|Lk-1) 14,473 P(WT)*P(Tk|Tk-1) 10,231+625
Training Set 41599words/ 5608 sentences
TestingSet 10134words/ 1402 sentences
Dictionary 99441entries
Lexicd Tags 22 partsof speech& 3 specialtags
Ambiguity 8.6 candidates/sentees(both training set& testingset)

Table 7 Testing Environment

6. Conclusion

In this paper,we haveproposeda generalizd word segmentatiormodelfor the Chinese
word segmentatiorproblem. We have shownhow to usethe variousavailable information
to resolvethe segmentatiorproblembasedon the generalkzed model. It is shownthat word
segmentatiorcan be resolvedeasily and inexpensivelywith the proposedstatisticalmodels.
Word accuray as high as 96% and sentenceaccuray up to 80% can be achievel in the
baselinemodel when there are unknown words. When there are no unknown words, the

performances about99% for words and 97% for sentence.
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In additionto the baselinemodels,a robustadaptivelearningalgorithmis proposedio
enhancethe performanceof the baselinemodelsso that thesemodelscould perform well
evenin handlingunseertext. It is noticedthata good adaptivelearningalgorithmis critical
to facilitate word segmentatin. Thereasonis thata goodrobustadaptivelearningalgorithm
could providea scoringmechanisnthatdirectly minimizesthe errorratesbothin thetraining
corpusandthe testingset. Therefore it providesbetterdiscriminationpowerin rankingthe
large numberof possiblesegmentatiorpatterns.

We also find that the unknownwords contributea significantportion of the error rate.
To be practial in real applicatons, the unknownword problem shouldthereforebe taken
seriously. In this paper,we have proposedan error correction mechaism for resolving
the specialunknownword problem. With sucha mechaism, the error ratesare reduced
by 45-51%for words and 54-58%for sentencesn the training set; in the testingset, the
reductionin error ratesamountsto 7-9% for words and 24—28%for sentences.

Throughouthe framework,we hadtried to useextrainformationfrom the leastexpensive
featuresalreadyavailablein a segmentedorpus. By using the extrafeatures of characer
count, word countand word lengthinformation, it is shown to improve the systemperfor-
mancewith respectto the other modelsthat do not usethem. The useof suchinexpensive

featuresalso make possiblesomeapplicationswherethe availeble resources limited.
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