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Day-2: Unsupervised Learning for Natural Language 
Processing

■ Part I: Introduction
◆ What and When for Unsupervised Learning, Why it is getting popular

■ Part II: Basic Concepts and Background (using EM as an example)
◆ Incomplete Data Space
◆ Learnability

■ Part III: Typical Unsupervised Learning Algorithms: Viterbi & EM
◆ Procedures, Characteristics

■ Part IV: Potential Traps & Source of Problems
◆ Various Mismatches, Model Deficiencies, Local Maximum, and Over-fitting

■ Part V: Suggested Strategies for Better Performance
◆ Lessons Learned from Past Experience
◆ Recommended Procedures for Unsupervised Learning

■ Part VI: Advanced Topic: Co-Training
◆ Basic Principles
◆ Example: Chinese New Word Extraction

■ References
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Co-Training
Combining Labeled and Unlabeled Data

■ Why semi-unsupervised learning?

■ Brief History

■ What is Co-Training ?

■ When will Co-Training Work ?

◆ High agreement rate (redundancy among features)

◆ Conditional independency of feature given class (too strong)

■ Weak Hypothesis Dependence

■ General Observation
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Why semi-unsupervised learning?

■ Both supervised and un-supervised learning have drawbacks

◆ Supervised, with fully hand-labeled training set

✦ Labeled data: expensive and rare

◆ Unsupervised, with unlabeled training data

✦ not always competitive with supervised training

■ We need a compromise solution: Semi-unsupervised Learning

◆ Use as much unlabeled data as possible without sacrificing 
performance
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How can Unlabeled Data be Useful ?

■ Since we don’t know the associated class label of an unlabeled 
example, we cannot use it to directly train classifiers

■ But, we can be almost sure of its class label, if …

◆ Some classifiers consistently assign the same class labels to an
example with high confidence

■ Co-Training: take advantages of the consistent classification 
results of two classifiers to incrementally assign class labels to 
unlabeled data, and update classifier parameters, to

◆ incrementally improve performance of classifiers

◆ incrementally enlarge labeled data
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Co-Training Procedure

■ Basic Procedure

◆ Start with a small labeled data set and a large unlabeled data set

◆ Train separated models of two classifiers (with different views to the 
data) from labeled data set

◆ Two classifiers independently classify those unlabeled data set

◆ For those tokens that are assigned the same class-label by each 
classifier with high confidence, put them into the labeled data set

◆ Retrain the models with enlarged labeled data set, and repeat the 
above procedure

◆ Stop when it has converged (nothing has changed)
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Brief History

■ [Yarowsky 95] Word Sense Disambiguation
◆ Using “One sense per collocation” (view of context word) and “One 

sense per discourse” (view of document consistency)
◆ Obtain 96.5% performance, rivals supervised learning (96.1%)
◆ First experiment of Co-Training. No supporting theory is given

■ [Blum & Mitchell 98] PAC (Probably Approximately Correct) model
◆ Propose PAC supporting model under “Conditional Independent”

assumption, and first coin out the name of “Co-Training”
◆ Obtain 5.0% error rate in web-page classification with 12 samples, 

which would have 11.1% error rate in supervised learning (12 data)

■ [Collins & Singer, 99] Propose to make two classifiers agree
◆ Discuss the limitations of [Blum & Mitchell, 98]
◆ Propose CoBoost, which is based on AdaBoost [Freund & Schapire, 

99], to make two classifiers agree on those unlabeled data as much 
as possible. Test on Named Entity Classification
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Brief History (Cont.)

■ [Nigam & Ghani, 2000] Test effectiveness of feature split
◆ Test effectiveness of feature split under various situations
◆ Integrate with EM: Co-EM, self-training

■ [Dasgupta, Littman and McAllester, 01] PAC-style model formally 
justify the Collins and Singer suggestion

◆ Give a bound on the generalization error of each classifier in terms 
of the empirical agreement rate between two classifiers

■ [Abney, 02] Weak Hypothesis Dependence
◆ Release the conditional independence assumption
◆ Proposing more realistic Weak Hypothesis Dependence instead

■ Co-Training applied to NLP
◆ Good: Sense Tagging [Yarowsky 95], Statistical Parsing [Sarkar 01]
◆ So So: Tagging [Abney et al, 99], Base Noun Identification [Pierce & 

Cardie, 01], Reference Resolution [Muller, Rapp and Strube, 02]
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Definition 1  A pair of views x1, x2 satisfy view independence just in case: 

1 1 2 2 1 1

2 2 1 1 2 2

Pr

Pr

 =   = ,  =  = Pr  =    = 

 =   = ,  =  = Pr  =    = 

X x X x Y y X x Y y

X x X x Y y X x Y y

      
      

 

 
A classification problem instance satisfies view independence just in case all 
pairs X1, X2 satisfy view independence. 
 

[Blum and Mitchell, 98]  Assumptions

■ Feature Redundancy

◆ Two views used by different classifiers are not completely correlated

◆ Each view is sufficient for classification

■ View Independency of Features, given Class

◆ Each view provide consistent classification results
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[Blum & Mitchell, 98] Basic Idea

■ Bipartite graph representation:
◆ Edges: examples with non-zero probability under D (distribution)
◆ Solid edges: examples observed in some finite labeled sample S

◆ Under co-training assumptions, even without seeing any labels, the 
learning algorithm can deduce that any two examples belonging to
the same connected component in Gs should have the same class-
label

Pages with same 
link (X2 view)

Pages with 
same content 

(X1 view)

Connected 
component should 
be associated with 

same label
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[Blum and Mitchell, 98] approach

■ [Blum & Mitchell, 1998]

◆ Use labeled data (L) to initialize two classifiers with two independent 
views of the training data

◆ Classify unlabeled data (U’) from an unlabeled data pool (U) with the 
two different classifiers for most confidently identified positive and 
negative examples

◆ Augment the labeled set with examples of high confidence (not 
necessarily agreed by both classifiers)

◆ Re-train the two classifiers with the augmented set, and re-classify 
data from unlabeled pool

◆ Use a combined classifier:

( ) ( ) ( )
( ) ( ) ( )jjjC

jjj

CPCxPCxPC

xCPxCPxxCP

j
××=

×↔

||maxargˆ:correct

M98]&[B                 ||,| :wrong
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2121
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[Blum & Mitchell, 98] Web-Page Classification (1)

■ Target: find “course home page”

◆ Corpus: 1051 web pages from CS departments of 4 University (all 
labeled)

◆ Positive : Negative = 22% : 78% ~= 1:3.
◆ Test Set: 25% (263 pages)
◆ Training Set: 75%, 3 positive + 9 negative as labeled, the others as 

unlabeled (through a 5-fold heldout evaluation)
◆ Classifiers: two naïve Bayes classifiers, each using a view of the 

web pages.

■ Two views (independent features) of a web page:

◆ “bag of words” on a web page
◆ “bag of words” of hyperlinks pointing to this web page (e.g., “my 

advisor”)
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[Blum & Mitchell, 98] Co-Training Algorithm 
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[Blum & Mitchell 98] Web-Page Classification (2)

■ Test Set Performance:

Table 2: Error rate in percent for classifying web pages as course home pages. The 
top row shows errors when training on only the labeled examples. Bottom row 
shows errors when co-training, using both labeled and unlabeled examples.

5.011.66.2Co-training

11.112.412.9Supervised 
training

Combined 
classifier

Hyperlink-
based 
classifier

Page-based 
classifier
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Percentage Error
on Test Data

22%, always classified 
as negative
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[Collings & Singer, 99] CoBoost Test

■ Name-Entity Classification
◆ Corpus: 88,962 (spelling, context)
◆ Test Set: 1,000 out randomly draw from the above corpus
◆ One view is “Spelling”, another view is “Context”

■ Performance Ac cura cy Ac cura cy
(C le a n) (No is e )

B as e line 4 5 .8 % 4 1 .8 %
E M 8 3 .1 % 7 5 .8 %
(Y aro w sky  9 5) 8 1 .3 % 7 4 .1 %
Yarowsky-cautious 9 1 .2 % 8 3 .2 %
DL-Cotrain 9 1 .3 % 8 3 .3 %
CoBoost 9 1 .1 % 8 3 .1 %

L e arning Algorithm

Ta ble  2  : Ac cura c y  fo r diffe rent le arning me tho ds .
The ba se line  me thod ta gs  a ll e ntities  a s  the  mo s t
freque nt c la s s  ty pe  (o rga niza tio n).
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[Nigam & Ghani 2000]  Feature Split Test (1)

■ Web-Page Classification with Naïve Bayes Classifier

Error#Unlabeled#LabeledAlgorithm

Table 2 : Classification error rates for co-training, EM and naive Bayes
on the WebKB-Course dataset. This dataset does not demonstrate that 
co-training algorithms are better than other algorithms even when the 
features naturally divide.

Naive Bayes

EM

Co-training

Naive Bayes

5.4%76612

3.3%-0-788

13.3%-0-12

4.3%76612
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[Nigam & Ghani 2000] Feature Split Test (2)

■ Text Classification with Naïve Bayes Classifier
◆ Make two feature sets conditionally independent

Error#Unlabeled#LabeledAlgorithm

Table 4 : Classification error rates on the News 2x2 dataset. On a dataset 
with true class-conditional independence between the two feature sets, 
co-training outperforms EM, which does not explicitly use the feature split.

Naive Bayes

EM

Co-training

Naive Bayes

3.7%10006

3.9%-0-1006

34.0%-0-6

8.9%10006
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[Nigam & Ghani 2000] Feature Split Test (3)

■ Text Classification with Naïve Bayes Classifier
◆ Make two feature sets conditionally independent

Figure 1: Performance of co-training as it gives labels to 
more and more unlabeled documents. The combined co-
training classier does better than either of its embedded 
classifiers because of the independence of their features. 
The performance of EM is shown as the horizontal line.

2002/08/18 Keh-Yih Su / Jing-Shin Chang       Statistical NLP     D2-Part-VI 20

[Nigam & Ghani 2000] Feature Split Test (4)

■ Hybrid algorithms for conditionally independent two feature sets
◆ Co-training: incrementally uses the unlabeled data
◆ EM: iteratively uses the unlabeled data
◆ Combine Feature-Split and Training-Mode: Co-EM and Self-Training

◆ Co-EM: Converge is not 
guaranteed

Table 5: The space of algorithms using 
labeled and unlabeled data.

EMco-EMIterative

self-trainingco-trainingIncremental

NoYes

Uses Feature Split?Method Table 6: Classification error rates for 
four algorithms using labeled and 
unlabeled data on the News 2x2 
dataset.

8.9%3.3%Iterative

5.8%3.7%Incremental

NoYes

Uses Feature Split?Method
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[Nigam & Ghani 2000] Feature Split Test (5)

■ Randomly Split Feature-Sets

Table 7: Classification error rates for 
four algorithms using labeled and 
unlabeled data on the News 2x2 
dataset.

8.9%5.1%Iterative

5.8%5.5%Incremental

NoYes

Uses Random Feature 
Split?

Method Table 8: Classification error rates for 
four algorithms using labeled and 
unlabeled data on the News5 dataset.

31.2%29.9%Iterative

27.0%28.0%Incremental

NoYes

Uses Random Feature 
Split?

Method
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[Nigam & Ghani 2000] Feature Split Test (6)

■ How to select conditionally independent feature sets

◆ Conditionally independent => conditional mutual information 
between two feature set is zero

◆ Calculate the conditional mutual information between every pair of 
possible features

◆ Create a V-regular undirected graph with the weights on each edge 
being the associated conditional mutual information

◆ Make a 2-way balanced cut in the graph with minimum sum of 
weights of the edges to be cut
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[Nigam & Ghani 2000] Feature Split Test (7)

■ Observation and Conjecture [Nigam & Ghani, 2000]

◆ EM is a likelihood-based approach, and is more sensitive to the 
violation of underlying model

◆ EM is expected to do well when its underlying assumption about the 
data is correct

◆ Co-Training ranks the data by confidence, not directly uses the 
actual posterior probabilities, is thus a  more discriminative approach

◆ Self-learning might be more resistant to local maximum (than EM), 
as new data is added to the training set at each iteration

■ Adding only a few most confident data at each iteration seems a 
good strategy

◆ Also observed in the following Chinese New Lexicons Extraction 
Experiment
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[Dasgupta, Littman and McAllester, 01]
Relation to Empirical Agreement Rate (1)

■ Intuitive motivation
◆ EM is often subject to local minima and will over-fit the data when 

there is a large number of parameters with the model
◆ Avoiding training on low-confidence filled-in labels one might avoid 

the self-justifying local optima encountered by EM

■ Main theorem
◆ If the sample size is large, and h1 and h2 largely agree on the 

unlabeled data, then          is a good estimate of the error rate P(..)( )⋅P̂

( )

( )( ) ( ) ( )
( )δγ

δε

δγ
δ

,,

,,,|ˆ
,|

,1 allfor  (b) andn permutatio

a is  (a) then 1for  0,, if , and  allfor  that have we

S, sample  theof choice over the 1least at y probabilit With 
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21121
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[Dasgupta, Littman and McAllester, 01]
Relation to Empirical Agreement Rate (2)

■ PAC-style model formally justify the Collins and Singer suggestion
◆ Conditionally independence implies that the mutual information 

between x1 and x2 given y is zero

◆ I(h1 ; y) >= I(h1 ; h2): any mutual information between h1 and h2 must 
be mediated through y. If h1 and h2 agree to a large extent, then they 
must reveal a lot about y. And yet finding such a pair (h1, h2) 
requires no labeled data at all

The co-training scenario with rules h1 and h2

Y

h1 h2X2X1
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[Abney, 02] Hypothesis Independent (1)

■ Hypothesis Independent:

◆ P(F = u | G = v, Y = y) = P(F = u | Y = y) 

◆ P(G = v | F = u, Y = y) = P(G = v | Y = y) 

■ Theorem 1:

◆ View Independence implies hypothesis independence
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[Abney, 02] Hypothesis Independent (2)

■ Theorem 2:

◆ If F agrees with G on all but epsilon unlabelled examples, then 
either F or F bar predicts Y with error no greater then epsilon

◆ A small amount of labeled data suffices to choose between       
F and F bar

[ ] [ ]

[ ] [ ]
[ ] [ ]GFYF

GFYF

GFuF

HGHF

u

≠≤≠
≠≤≠

≠>=
∈∈

PrPr                                

PrPr                                

:holds esinequaliti

following  theof one ,PrPrmin that sense in the predictors nontrivial

are and ceindependen hypothesissatisfy  that , allFor   : 212Theorem
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-
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Disagreement Minority Values

Figure 1: Disagreement upper-bounds minority Probabilities.
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[Abney, 02] Weak Hypothesis Dependence (1)

■ Hypothesis Independence is too strong:

◆ If hypothesis independence holds, knowing the precision of any 
one hypothesis allows one to exactly compute the precision of 
every other hypothesis given only unlabeled data and knowledge 
of the size of the target concept

■ Weak Hypothesis Dependence

◆ Conditional dependence

( ) ( )

.0t then independenlly conditioan are , if

|Pr,|Pr
2

1

:given   and  of 

,

=

==−====

=

∑
y

vu
y

dGF

yYvGuFyYvGd

yYGFdependence lConditiona
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[Abney, 02] Weak Hypothesis Dependence (2)

■ Weak Hypothesis Dependence (Cont.)

◆ Weak Hypothesis Dependence

Definition 4  Hypotheses F and G satisfy weak hypothesis dependence just 
in case, for { }  , :y ∈ + −  

1 1
2

1 1

1
u

2 1 1.u

                         
2

 

 = min  Pr

 = min  Pr F = u  Y = y ,

  =    = ,    = 1 - 

y

q pd p
p q

where p

p G u Y y and q p

−≤
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Y  =   +
G

+ -

Y  =   +
G

+ -

Y  =   -
G

-+

Y  =   -
G

-+

+

-
F

(a) Positive correlation

Figure 2 : Deviation from conditional independence.

(a) Positive correlation (b) Negative correlation

+

-
F
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[Abney, 02] Weak Hypothesis Dependence (3)

◆ The area of disagreement (B union C) upper bounds the area 
of minority value of F (A union B)

Theorem 3  Fo r a ll 
1 2

 ,  F H G H∈ ∈  tha t sa tis fy  w eak hypothes is  d epen dence 

and  are  n ontriv ia l p red ic to rs  in  the  sense  tha t m in P r   P r ,
u

F u F G= > ≠        

exac tly  on e o f th e  fo llow ing  in equa litie s  ho lds : 
 

 

[ ] [ ]
[ ]

P r   P r

P r   P r

F Y F G

F Y F G

≠ ≤ ≠

 ≠ ≤ ≠ 
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Figure 3: Positive correlation, Y = +.

a

+ -
G

b

Bp1-

q2 p2

F

Cq1+
r

D

A
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[Abney, 02] Weak Hypothesis Dependence (4)

■ Proposed Greedy Agreement Algorithm:
◆ At each iteration, each possible extension to one of the hypothesis is 

considered and scored. The best one is kept, and attention shifts to 
the other hypothesis

Figure 5: Performance of greedy 
agreement algorithm
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[Abney, 02] Precision Independence

■ Yarowsky’s algorithm is actually based on the assumption of 
Precision Independence

Definition 5  Feature F and labeled set G satisfy precision independence, just 
in case, for all l, 

( ) ( )   ,     l lP Y F G P FY=  

 

A bootstrapping problem instance satisfies precision independence just in case 

all labeled sets G and all hypotheses F that nontrivially overlap with G (both 

   -  F G and F G∩  are nonempty) satisfy precision independence. 

2002/08/18 Keh-Yih Su / Jing-Shin Chang       Statistical NLP     D2-Part-VI 36

[Abney, 02] Precision Independence (Cont.)

■ Theorem 5

◆ Intuitively, the Yarowsky’s algorithm increases recall while holding 
precision above a threshold that represents the desired precision of 
the final hypothesis

◆ Yarowsky’s algorithm is not a special case of co-training. Precision 
independence and view independence are distinct assumptions; 
neither implies the other

Theorem 5  If the assumptions of precision independence and balanced errors 
are satisfied, then the Yarowsky algorithm with threshold θ  obtains a final 
hypothesis whose precision is at least θ .  Moreover, recall is bounded below 
by Ntθ /Nl, a quantity which increases at each round. 



19

2002/08/18 Keh-Yih Su / Jing-Shin Chang       Statistical NLP     D2-Part-VI 37

Figure 6: Performance of the 
Yarowsky algorithm
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General Observation

■ The improvement usually shrinks when the size of initial labeled
data increases

■ Benefit cannot be consistently observed across different NLP 
applications

■ Learning curve is not smoothly converged

◆ Bias from data added in (only confidence ones are added)

◆ Quality degradation of labeled data set lately added in

■ Classifiers which obey the assumption and have high degree of 
agreement might not be easy to find

■ Although it is a theoretically sound approach, the theory only 
provide an upper bound, which is frequently useless when 
compared with other approaches
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Example: Extracting Chinese New Words
[Chang 97a, 97b]

■ Task Definition
◆ Generate potential new word list from the given corpus
◆ Optimization Criteria: improve precision and recall simultaneously

■ System Architecture
◆ Word segmentation: with contextual constraints (one view)
◆ Cohesion judge: ranking module according to the likelihood values 

(two classes model with association features, another view)
◆ Two-stage iterative approaches to improve recall, in addition to 

improving precision

■ Consideration in designing Unsupervised Learning

■ Prospective Improvement for Unsupervised Learning
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Task Definition: Extracting Chinese New Words

■ Task: extract new words from the given un-segmented text 
corpus

◆ Input: An un-segmented Chinese Text Corpus, and a system 
dictionary of known words

◆ Output: Potential New Words in the Text Corpus                        
(that were not in the system dictionary)

◆ Criteria: Improve joint precision-recall performance
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Example of New Word Extraction

■ China Times 1997/7/26:
◆ [
� � �

]� � � � � � 	 [
 � ]�  � [ � � ] � � � � � � � � � �� � � � �! 
. "$# %'& ( )+* , - . [ / 0 ] 1 2 3$4 5 6+7 8:9+;=<> ? @ ACB D E F G HJI K L+M N O P+Q$R'S

[T$UWV ]X Y Z [+\!]^+_ `+a$b+c d e f g h!i
. j kmlon

◆ p q r s tvuxw+y$z { |~}$�!� � [ �m� ]�$�v� [ �~� � � ]�$� � ��+�+�
.�!�$�J� � �C�W�~�+�$�+�$�+�$  .¡+¢+£¥¤§¦ ¨ © ª$«W¬ ®+¯$° ± ²+³ ´ µ·¶!¸

[¹ º ] [ »m¼ ] ½¿¾ À Á!ÂmÃ$Ä+Å¥Æ¿Ç È É+Ê ËÌ Í Î+Ï Ð Ñ Ò Ó Ô Õ Ö+×$Ø+Ù$Ú+Ù$ÛWÜ~Ý+Þ$ß+à$á+â$ã
.ä!åoæ

◆ [ ç$èWé ]ê$ëvì [ í î ï ] [ð ñ ò ó ]ôöõ ÷mø+ù$úvû üþý+ÿ������ �����	�
 ���  �������
[� � � ] � .����� � ��!#"%$ &�'�( [)�*+

],�- . .�/�0�1 243�5�6�7�8�9�: ;#<>=�? .@�A B C DFEHG I�J�KL�M N O�P4Q�R
. S�T�UWV X Y[Z \ ]�^�_�`ba4c�d�e�f g hFikj�lm n o p q�r�s�t�u v w

[x y z ]{�|[} [ ~���� ]��� � � � ��� �� ��� � ���

■ New words: proper names, jargons, lexicalized compounds, ...
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Basic Language Models and System Architecture

■ Two Modules

◆ Word Segmentation Module (One Classifier):

✦ A Viterbi Training module: to get best word segments

✦ According to an augmented dictionary, i.e., the union of system 
dictionary plus high frequency character n-grams

◆ Likelihood Ratio Test Module (Another Classifier):

✦ A two-class classification module: used to rank word 
candidates (in best segments) by likelihood ratio

✦ Can also be used to determine whether an n-gram is a word, 
but was not used in this manner
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Basic Language Models and System Architecture

■ Integration of the Modules

◆ Iteratively apply word segmentation and use the relative rank 
information of the segments to improve the augmented 
dictionary for segmentation

✦ improve the segmentation parameters and classifier 
parameters as well
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Language Model for Word Segmentation
(Viterbi Training)

◆ Segmentation Stage: Find the best segmentation pattern S*

◆ which maximizes the following likelihood function of the input 
corpus

◆ c1
n : input characters c1, c1, ..., cn

◆ Sj : j-th segmentation pattern, consisting of { wj,1, wj,2, ..., wj,m(j) }

✦ V(t): vocabulary (n-grams in the augmented dictionary) used for 
segmentation at the t-th iteration

✦ S*(V): the best segmentation (is a function of V)
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Language Model for Word Segmentation (cont.) 
(Viterbi Training)

◆ Re-estimation Stage: Estimate the word probabilities which 
maximize the likelihood of the input text:

✦ Initial Estimation:

✦ Re-estimation:

P w V
Number w in corpus

Number of all w in corpusj i
j i

j i
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Language Model for Two-Class Classifier
(Log-Likelihood Ratio Ranking Module)

◆ Input: n-grams in the given un-segmented text corpus
◆ Output: assign a class label ("word" or "non-word") to each n-gram
◆ Classifier: a  log-likelihood ratio (LLR) tester (minimum error 

classifier)

◆ Decision Rules:

◆ Advantage: ensure minimum classification error (with 
�

0 =0) if the 
distributions are known.

◆ NOTE: We don’t really use it for assigning class label when joining 
in unsupervised learning. Instead, the associated LLR’s are used 
for sorting to identify relative ranking order of character n-grams, 
and hence it works as a ranking module.

g LLR
f

f
( ) ( ) log

( | )

( | )
x x

x W
x W

= =

class w
word word if LLR

word non word if LLR
( ( ))

( ) ( )

( ) ( )
x

x

x
=

+ ≥
− − <

�� � λ
λ

0

0



24

2002/08/18 Keh-Yih Su / Jing-Shin Chang       Statistical NLP     D2-Part-VI 47

Integration of Knowledge Sources

■ Conventional System Schemes:

◆ Segmentation (with known words) + Merge adjacent characters + 
Qualification with a filter

■ Characteristics:

◆ Independent knowledge sources, one-pass, non-iterative

✦ Word Segmentation: Use contextual constraints (or contextual 
probabilities) to find the best segmentation

✦ Filter: Use word association features (e.g., mutual information, dice) to 
filter out unlikely compound words

• many filtering approaches filter out unlikely candidates in a 
feature-by-feature filtering manner, one feature one filtering step

✦ No information sharing between the two modules
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Problems with Segment-Merge-Filtering Schemes

■ Merge-type errors cannot be recovered:

◆ Types of errors: over-segmentation, under-segmentation (mis-
merging)

◆ New words may be merged with neighbors into known words in a 
system dictionary, and thus will not be extracted

❏ Example: known word:
� ���

& new word:
���

❏ [ � ������� � ] => [	�
�� ][  ][ � � ] 

■ Simple filtering will never improve recall

◆ Successful filtering     � precision improved, recall unchanged

◆ Unsuccessful filtering � both precision and recall degraded
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Problems with Segment-Merge-Filtering Schemes

■ Association features not used jointly; instead, used 
independently

◆ Worse than jointly considering all association features

■ Information cannot be shared between word segmentation and 
filtering

◆ Inherent contextual constraints cannot be used by filter

◆ Word association features do not help select candidate word for 
segmentation module 

■ Model parameters are not improved iteratively

◆ Performance of segmentation and filtering is unlikely to be perfect 
in only one pass with unsupervised mode
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Strategies for Extracting Chinese New Words

■ Strategies
◆ Use augmented dictionary (system dictionary+high frequency n-grams)

✦ to prevent from pre-mature rejection of new words by using only known 
words for segmentation

✦ new words have the chance to compete with known words during 
segmentation

◆ Iterative Approach to provide a chance for improving recall:
✦ Word Segmentation � Qualification ( � Re-estimate Parameters) �

Segmentation � Qualification ( � Re-estimate Parameters) …
✦ Why: (See Next Slide)

◆ Use a two-class classifier which jointly considering all features: likelihood 
ratio test

◆ Use ranks of likelihood ratio to identify very likely or very unlikely candidates, 
instead of using the value for filtering out candidates with non-positive 
values

✩ Filter => Likelihood Ratio Ranking Module (aka LRRM)
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Extracting Chinese New Words

■ Why Iterative ?

◆ Recall Improvement: Truncated candidates could be replaced by 
other more likely segments (judged by contextual probability) at later 
segmentation iterations, thus extracting likely new words

➱ Recall could be improved, in addition to improving precision (by filtering)
➱ Joint improvement of precision-recall becomes possible

◆ Information Sharing: Contextual probability used by Word 
Segmentation and association features used by filter help each other 
in improving the model parameters

✦ WS: producing better segments iteration by iteration, highly probable new 
words are moved to the word-class, thus refine two-class classifier model

✦ Filter: provide correct candidate ranking for truncating unlikely n-grams, 
thus improve the dictionary used by the word segmentation module

➱ Contextual information and Association features are iteratively integrated
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Unsupervised Training for New Word Extraction

■ Initialization:

◆ Initial augmented dictionary = {system dictionary + high frequency 
n-grams in text (frequency count >=5)}

◆ Initial word segmentation probability  = relative frequency in text 
corpus

◆ Initial two-class classifier parameters: divide n-grams into word & 
non-word according to system dictionary & estimate feature 
distribution for the two classes

■ Jointly train & improve two modules:

◆ Word Segmentation+Ranking Module

✦ LRRM: a two-class classifier, using likelihood ratio between word-class 
and non-word class to rank possibility of an n-gram being a word
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Unsupervised Training for New Word Extraction
(cont.)

■ Jointly train & improve two modules (cont.)

◆ Viterbi Training: for Training Word Segmentation Module:

✦ Use initial probabilities for finding the best word segments
✦ Re-estimate word probabilities from best segments
✦ Repeat: until converge or running a specified iterations

◆ Sort word list in Word Segmentation results by Likelihood Ratio

◆ Delete unlikely words (not in system dictionary) from augmented 
dictionary

◆ Update word/non-word class parameters of LRRM: with highly 
likely new words (change the estimates to the word-class)

■ Repeat: Joint Training to Iteratively improve the Viterbi-Training 
and LRRM modules
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WS+ WS- WS-&LR - WS+&LR +
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Extracting Chinese New Words

■ Results: precision and recall both increase almost 
monotonically without sacrificing one for another

✦ bigram new word precision (P) & recall (R):
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Comparison between Example & Suggested Steps (I)

1. Develop Models that Reflect Human Inference, 
Embed Constrains and Fit Training Data

◆ Select Discriminative Features based on which human make 
preference

✦ Segmentation: uses character N-grams (could be integrated 
with POS tags)

✦ Classifier: uses (mutual information, entropy) vector jointly, 
instead of using them as individual association measures for 
filtering candidates
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Comparison between Example & Suggested Steps (II) 

■ 1. Develop Models (cont.)

◆ Select Appropriate Form

✦ Determine appropriate Feature Dependency:

• segmentation model is known to be conditional on potential candidate list, 
thus it motivates us to design procedures for refining augmented dictionary, 
which is used for segmentation, iteratively

• classifier was based on likelihood ratio test for minimum error rate

✦ Decide suitable Model Complexity with Cross-Validation Set: Not 
applied to the two-class ranking module (since there are only two 
features)

• Feature selection could be conducted as feature number increases

✦ Integrate the two different knowledge source in an iteratively improved 
manner
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Comparison between Example & Suggested Steps (III)

2. Initial Guess

◆ Adopting Annotated Seed Corpus for Initial Model Parameters: 
segmented seed corpus is currently not available; will be a plus if 
available (was applied in another task [Chang 95])

◆ Using a System Dictionary and high frequency n-grams as possible 
anchor points for word segmentation, and estimating segmentation
parameters as relative frequency in un-segmented input

◆ Using the System Dictionary for dividing n-grams into two classes 
(word/non-word) for estimating initial classifier parameters

◆ Smoothing Parameters for Unseen Events (with respective to seed 
corpus) in Training Set: N/A
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Comparison between Example & Suggested Steps (IV)

3. Re-generating Prediction According to New Model Parameters

◆ Viterbi-type labeling for word segmentation

4. Re-Estimation of Model Parameters via MLE

◆ Viterbi Training within word segmentation module

5. Repeat the Prediction and Estimation Steps until joint likelihood 
value of the training corpus converge

◆ within each joint training iteration of two module, the likelihood 
associated with the word segmentation module is maximized
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Comparison between Example & Suggested Steps (V)

6. Conduct Discriminative/Robust Learning in Seed Corpus (Tying 
Parameters)

◆ currently not applied; using a segmented seed for adjusting 
segmentation parameters and the two-class parameters would be 
helpful

7. Bootstrap Incrementally Stage by Stage

◆ not applied in this task; may better utilize the seed if applied
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Comparison between Example & Suggested Steps (VI) 

8. Using the Cross-Validation Set to Check the Effectiveness of 
Each Step

◆ not applied

9. Iterate the above design procedures until you are satisfied

◆ using a two-stage iterative approach to integrate the two modules 
did provide a system that meets our expectation: improving 
precision and recall simultaneously without trading one for another
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Refinement to the Unsupervised Learning 
Procedure

■ Possible Future Refinement

◆ Feature set: joint more useful association measures in the classifier 
(ranking module), including feature selection mechanism for the 
best subset; using tagging information to help segmentation, etc.

◆ Initial Guess: will be a plus with segmented seed corpus; applying 
smoothing to the initial parameters could be helpful as well

◆ Discriminative/Adaptive Learning on Seed: could be applied to 
adjust the parameters to get maximize precision and recall (in 
terms of weighting sum or F-measure) as we did for English 
compound extraction [Chang 97]

◆ Bootstrapping: Incrementally enlarge the training size with the seed 
fixed would possibly leads us to a better set of parameters


